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We consider a generic �nite-dimensional generalized Hamiltonian system with fast

and slow modes, where the ratio of the fast and slow timescales de�nes a small

parameter ". Such a formulation includes many systems of interest in geophysical


uid dynamics, where to leading order in " the slow motion is nonlinear vortex

dynamics and the fast motion consists of linear waves.

Given such a Hamiltonian formulation, we show that it is possible to construct

truncated Hamiltonian \wave{vortex" models formally correct to O(1). This is a
non-trivial matter because of the nonlinearity of the Jacobi identity: most trunca-

tions of a generalized Hamiltonian system will destroy its Hamiltonian structure.

In the �rst, more general, wave{vortex model the slow and fast modes are cou-

pled only through O(") terms in the Hamiltonian with no fast{slow coupling in

the Poisson bracket. This model permits the separation of the fast and slow mo-

tions in a Hamiltonian framework using techniques such as canonical averaging. In

both derivations, Jacobi's identity for the truncated model follows from that for the

parent model. Furthermore, a consistent leading-order Hamiltonian slow \vortex"

model emerges from both wave{vortex models at leading order (corresponding to a

singular perturbation) in ". This provides a systematic way to derive Hamiltonian

models of slow, or balanced, dynamics.

As an illustration of the present approach, we derive reduced models for the

rapidly rotating shallow-water equations with the Rossby number as ".

Keywords: perturbation theory, Hamiltonian systems, wave{vortex dynamics

1. Introduction

In many applications one encounters problems with two timescales in which the

dependent variables z can be divided into slow variables s and fast variables f after

suitable scaling. The ratio of fast to slow timescales then de�nes a small parameter

". Following Warn et al. (1995), we thus consider the generic system (written in the

slow timescale)

ds

dt
= S(s; f ; ")

df

dt
+

1

"
�f = F(s; f ; "):

(1.1)

Here S and F can be considered as functions or operators, and � is a constant

invertible skew-hermitian matrix (or a linear operator with purely imaginary eigen-
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values). The last property implies that f undergoes rapid energy-conserving oscil-

lations in the limit " ! 0. Hence the fast motions are waves, not damped motion;

this property distinguishes the present approach from centre manifold theory (Carr,

1981).

In many physical systems, particularly in inviscid models of geophysical 
uid dy-

namics, there is an important additional property: The system (1.1) often possesses

a (generalized) Hamiltonian structure, meaning that it can be written as

dz

dt
= fz;Hg (1.2)

for a Hamiltonian H(z) and a Poisson bracket f�; �g that will both be de�ned below.

Examples of systems of the form (1.1) and (1.2) can be found, e.g., in Olver

(1986) and Shepherd (1990); Bokhove (2002a) shows examples in which the proto-

typical singular form emerges from existing Hamiltonian formulations. In particu-

lar, the isopycnic or isentropic, hydrostatic rapidly-rotating multi-layer equations

of motion describing large-scale atmosphere or ocean dynamics can be brought into

the desired archetypal Hamiltonian formulation (using, e.g., Bokhove, 2002b), as

can the compressible, isentropic equations of motion. In the �rst case, the Rossby

number appears as small parameter " as a result of rapid rotation, and in the second

case the Mach number appears as ".

Approximating generalized Hamiltonian systems while preserving their Hamilto-

nian structure is a non-trivial matter because of the nonlinearity of the Jacobi iden-

tity (Olver, 1984, 1996). Our �rst aim is to derive Hamiltonian approximate models

containing both vortical and wave motions (henceforth, a wave{vortex model); in

this paper we derived two such models. Unlike the weak-wave model of Nore and

Shepherd (1997), however, here we do not assume that the waves are weak. Next,

we derive a model containing only vortical motion (henceforth, a vortex model),

which corresponds to the classical \balance" limit, by taking the wave motion to

be zero (to within the order of the approximation). For the two physical systems

described above, the respective vortex models are the quasi-geostrophic and the

two- or three-dimensional incompressible Euler equations in Hamiltonian form (see

Bokhove, 2002a). Wave{vortex models for the one-layer isopycnic or shallow-water

equations are presented in section 4.

For their more heuristically derived weak-wavemodel, Nore and Shepherd (1997)

proved nonlinear stability theorems and derived saturation bounds for unstable

basic states. While the cosymplectic operator in our �rst wave{vortex model is

essentially the same as the one in Nore and Shepherd's, although the eaning of the

variables is di�erent at O("), the Hamiltonian is much more complicated (and the

model is formally one order higher in accuracy). Hence, it remains open whether one

can derive nonlinear stability theorems for the wave{vortex models derived here.

Finally, the decoupling of slow and fast variables in the bracket may be useful in

designing Hamiltonian discretizations and in canonical averaging techniques (e.g.,

Wirosoetisno, 1999).

2. Archetypal Generalized Hamiltonian Formulation

In this section and the following we work with �nite-dimensional systems for sim-

plicity, although the example in section 4 suggests that in many important cases the
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results can be carried over to continuous systems. Let s 2 R
p be the slow variables

and f 2 R
q be the fast variables, and let z = (s; f). We denote @s := @=@s and

@f := @=@f . Individual components will be denoted by superscripts: zi, si, f i, @i
s

and @i
f
. Moreover, (@fg)

ij := @g
j
=@f

i, etc. Repeated indices are understood to be

summed over the relevant ranges.

For the asymptotics we adopt the following notation: Any function written in

the form F (z; ") is understood to be of O(1), meaning that lim"!0 F (z; ") is �nite.

By O("n) we mean "nF (z; ") for some F (z; ").

The generalized (this quali�er is understood implicitly henceforth) Poisson brack-

et fF;Gg of two functions F (z) and G(z) is a derivation, fF;GKg = fF;GgK +

GfF;Kg, which is antisymmetric, fF;Gg = �fG;Fg, and which obeys Jacobi's

identity, fF; fG;Kgg + fG; fK;Fgg + fK; fF;Ggg = 0 (e.g., Olver, 1986). More

speci�cally, we write

fF;Gg = (@F=@zi)fzi; zjg(@G=@zj): (2.1)

In our problem, fzi; zjg is by hypothesis given by

fsi; sjg = J
ij = J

ij

0
(s) + "J

ij

1
(s; f ; ")

ff i; sjg = L
ij = L

ij

0
(s; f) + "L

ij

1
(s; f ; ")

ff i; f jg = �
1

"
T
ij + Y

ij = �
1

"
T
ij + Y

ij

0
(s) + "Y

ij

1
(s; f ; "):

(2.2)

We note that T is a constant invertible skew-symmetric matrix, and that antisym-

metry of the Poisson bracket dictates that fs; fg = �LT, where the superscript T

denotes matrix transpose. Here and in the rest of this paper, J0, T , Y0, and also

A, R0, g and h introduced below are understood to denote �xed functions of their

arguments.

For conciseness and readability, whenever possible we shall use a vector-matrix

notation in which (2.2a) reads fs; sg = J and so on. That J0 cannot depend on f

can be seen by considering Jacobi's identity fs; fs; fgg+ � � � = 0 at O(1="). That
Y0 depends only on s is a condition that we impose, because many Poisson brackets

of hydrodynamic type obey this condition.

We consider an archetypal Hamiltonian formulation of (1.1), viz.,

dzi

dt
= fzi; Hg = fzi; zjg(@H=@zj): (2.3)

Taking H(z; ") to be of the form

H(s; f ; ") = 1

2
f
T
Af +R0(s) + "R1(s; f ; "); (2.4)

where A is a constant symmetric matrix, (2.3) and the Poisson bracket (2.2) then

imply the equations of motion

ds

dt
= J @sH � L

T
@fH

df

dt
= L@sH �

1

"
T @fH + Y @fH :

(2.5)

For (2.5) to take the form (1.1) we must have T = �A�1.
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3. O(1) Hamiltonian Perturbation

In perturbation theory one constructs a system

ds

dt
= S 0(s; f ; ")

df

dt
+

1

"
�f = F 0(s; f ; ");

(3.1)

which seeks to approximate the original system (1.1) to a given order in ". We say

that the system (3.1) is an O("n) regular perturbation of the original system (1.1) if

S 0(s; f ; ")�S(s; f ; ") = O("n+1) and F 0(s; f ; ")�F(s; f ; ") = O("n+1) for all values
of (f; s). By an O(1) singular perturbation of (1.1) we mean a system of the form

(3.1) such that S 0(s; f ; ") � S(s; f ; ") = O(") and F 0(s; f ; ") � F(s; f ; ") = O(")
on the \slow manifold" (s; f = 0). We refer the reader to Warn et al. (1995) and

Wirosoetisno et al. (2002) for more background.

The basis of our Hamiltonian perturbation theory is a change of variables z=

(s; f) 7! ~z=(~s; ~f). In terms of the new variable ~z, the generalized Poisson bracket

of two functions F (~z) and G(~z) is given by

fF;Gg = (@F=@~zi)f~zi; ~zjg(@G=@~zj): (3.2)

The following lemma is of central importance:

Lemma 3.1. Given the Poisson bracket (2.2), one can �nd functions g and h

(locally) such that with

~s := s+ "g(s; f) and ~f := f + "h(s; f); (3.3)

one has

f~s; ~sg = J0(~s) +O("); f~s; ~fg = O(") and f ~f; ~fg = �
1

"
T +O("): (3.4)

We note that g and h, which we choose to satisfy [cf. (3.14) and (3.19)]

@fg = T
�1
L0 and @fh = 1

2
T
�1
Y0; (3.5)

are not unique. The proof of this lemma will appear at the end of this section; we

�rst discuss some of its consequences. We note that the inverse of (3.3) is

s = ~s� "g(~s; ~f) +O("2) and f = ~f � "h(~s; ~f) +O("2): (3.6)

Using this, we compute the Hamiltonian in the (~s; ~f) variables,

~H(~s; ~f ; ") = H(~s� "g; ~f � "h) +O("2)

= 1

2

~fTA ~f � " ~fTAh(~s; ~f)

+R0(~s)� " ~@sR0(~s)g(~s; ~f) + "R1(~s; ~f ; 0) +O("2);

(3.7)

where ~@s = @=@~s.

Let us now introduce the O(1) Poisson bracket: For any F (~z) and G(~z), let

fF;Gg
1
:= ( ~@sF )

T
J0(~s) ~@sG�

1

"
( ~@fF )

T
T ~@fG (3.8)
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where J0 and T are de�ned in (2.2), and ~@f = @=@ ~f . From this de�nition it is clear

that f�; �g
1
is an antisymmetric derivation; the fact that it also satis�es Jacobi's

identity follows from considering Jacobi's identity for the original bracket f�; �g at

leading order in ".

Hence, we arrive at the following result.

Theorem 3.2. Let the Poisson bracket f�; �g1 be that de�ned in (3.8), let ~s and ~f

be those in lemma 3.1, with g and h satisfying (3.5), and let

~H1(~s; ~f) :=
1

2

~fTA ~f +R0(~s)� " ~@sR0(~s)g(~s; ~f)� " ~fTAh(~s; ~f) + "R1(~s; ~f ; 0): (3.9)

Then the Hamiltonian system

d~z

dt
= f~z; ~H1g1 (3.10)

is an O(1) regular perturbation of the original system (2.2), (2.3) and (2.4).

That the system (3.10) is Hamiltonian follows from its construction; that it

is indeed an O(1) perturbation of the original system can be checked by direct

computation of the equations of motion. We note that this Hamiltonian system

is more \complicated" than a non-Hamiltonian O(1) perturbation. This seems to

be the price that one has to pay to retain the Hamiltonian structure (which does

impose strong constraints on the system). One important advantage of the system

(3.10) is that its Poisson bracket is essentially canonical in the fast variable ~f .

If we now perform a singular perturbation to the system (3.10), we �nd that,

to leading order, the slow manifold is (~s; ~f=0) and the dynamics is governed by

d~s

dt
= J0(~s) ~@sR0(~s): (3.11)

This is the analogue of theorem 3.2, but the fact that ~f = 0 allows us to go one

step further: Transforming back to the original (s; f) variables, we �nd that the

Hamiltonian form (3.11) is invariant to O(1), giving us the following

Theorem 3.3. For any F (s), the Hamiltonian system

ds

dt
= fs;H0(s)g0 = J0(s)@sR0 (3.12)

with fF;Gg0 := (@sF )
T
J0(s)@sG and H0(s) := R0(s) is an O(1) singular perturba-

tion of the original system (2.2), (2.3) and (2.4).

Proof of lemma 3.1. (3.4a) follows directly from (2.2) and (3.3). We next compute

f ~f; ~sg = ff + "h; s+ "gg

= ff; sg+ "ff; gg+ "fh; sg+ "
2fh; gg

= L0(s; f)� T @fg +O("):

(3.13)

Thus, (3.4b) will hold if we can �nd a g(s; f) satisfying

@fg = T
�1
L0 : (3.14)
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By lemma 4.1 (see Appendix A), and turning to index notation, a necessary and

suÆcient condition for this is that

@
k

f
(T�1L0)

ij = @
i

f
(T�1L0)

kj
: (3.15)

To show that this holds, we consider the Jacobi identity

0 = fsi; ff j ; fkgg+ ff j ; ffk; sigg+ ffk; fsi; f jgg

= fsi; Y jkg+ ff j ; Lkig � ffk; Ljig

= �
1

"
T
jl
@
l

f
L
ki

0
+

1

"
T
kl
@
l

f
L
ji

0
+O(1):

(3.16)

Since Jacobi's identity holds for any ", the O(1=") terms above must vanish inde-

pendently of the O(1) terms,

T
kl
@
l

f
L
ji

0
� T

jl
@
l

f
L
ki

0
= 0: (3.17)

Multiplying this equation by (T�1)mj(T�1)nk followed by some manipulations gives

us (3.15) and establishes the existence of g.

We now turn to

f ~f; ~fg = ff + "h; f + "hg

= �
1

"
T + Y � (@fh)

T
T � T @fh+O("):

(3.18)

Therefore, the condition that needs to be satis�ed for f ~f; ~fg = �(1=")T +O(") is,
with a slight rewriting,

T @fh� (T @fh)
T = Y0(s): (3.19)

Note that the l.h.s. of (3.19) is antisymmetric, as is Y0(s) directly from (2.2). Now

any h that solves

@fh = 1

2
T
�1
Y0 (3.20)

will also solve (3.19), since T is antisymmetric and invertible. The last equation is

solvable if its r.h.s. satis�es the condition of lemma 4.1, i.e., if

@
k

f
(T�1Y0)

ij = @
i

f
(T�1Y0)

kj
: (3.21)

But since @fY0(s) � 0, this is trivial, thus proving the existence of h.

Note that we have been unable to prove consistency and suÆciency conditions

on h in the general case where Y0 depends on f as well as on s. However, if we

can �nd an h (twice di�erentiable) satisfying T @fh� (T @fh)
T = Y0(s; f), Jacobi's

identity 0 = f ~f i; f ~f j ; ~fkgg+ f ~f j ; f ~fk; ~f igg+ f ~fk; f ~f i; ~f jgg follows.

In certain cases, it is possible to \truncate" the Poisson bracket without a change

of variables. This is summarized in the following result.

Theorem 3.4. Consider the original Hamiltonian system (2.2), (2.3) and (2.4)

with L0 = L0(s) in (2.2b). Then the Hamiltonian system

dz

dt
= fz;Hg10 (3.22)
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with the Poisson bracket

fF;Gg
1
0 := (@sF )

T
J0(s) @sG+ (@fF )

T
L0(s) @sG

� (@sF )
T[L0(s)]

T
@fG+ (@fF )

T[�
1

"
T + Y0(s)] @fG

(3.23)

and the Hamiltonian (2.4) is an O(1) regular perturbation of the original system.

Proof of theorem 3.4. That the dynamical system (3.22){(3.23) is an O(1) pertur-
bation of the original system can be veri�ed directly by writing down the equations

of motion. That the bracket (2.2) satis�es Jacobi's identity is less obvious: It can

be veri�ed by observing that in Jacobi's identity for (2.2) [with L0 = L0(s)] at

leading order, that is, at O(1), only functional derivatives of the bracket with re-

spect to s appear and no O(1=") terms (beside the usual second-order derivatives

of F;G;K with respect to s; f which cancel due to the antisymmetric nature of the

bracket). Hence, it coincides with Jacobi's identity for the bracket (3.23) truncated

to O(1).

Theorem 3.4 is actually slightly more general: It holds for Hamiltonian systems

of the form (2.2), (2.3) and (2.4) with f everywhere replaced by a \mixed" slow{fast

variable u = f +Ms for a matrix (or linear operator) M . This is the form relevant

to subsection 4a(ii) below.

4. Example: Shallow-Water Equations

As an example of the results in the previous section, here we derive Hamilto-

nian vortex and wave{vortex models for the rapidly rotating one-layer isopycnic

or shallow-water equations in a periodic domain. We note that, since our system

is in�nite-dimensional, lemma 3.1 as proved above does not apply, but the exam-

ple here suggests that, possibly with additional hypotheses, it can be extended to

continuous systems (where g and h are nonlinear operators acting on f and s).

The shallow-water equations can be written in the following Hamiltonian form

(cf. Shepherd, 1990),
dF

dt
= fF ;Hg (4.1)

with Poisson bracket

fF ;Gg =

Z n
q ẑ �

ÆF

Æv
�
ÆG

Æv
+

1

"Fr

ÆG

Æv
� r

ÆF

Æ�
�

1

"Fr

ÆF

Æv
� r

ÆG

Æ�

o
dx dy (4.2)

and Hamiltonian

H =
1

2

Z �
(1 + "Fr �) jvj2 + Fr �2

	
dx dy: (4.3)

Here v is the horizontal velocity, non-dimensionalized using a velocity scale U ; �

is the deviation of the free surface from rest, where the total depth 1 + "Fr � has

been non-dimensionalized by a mean water depth dw; the spatial and temporal

derivatives have been non-dimensionalized by a horizontal length scale ` and by U .

Also, q = (1=" + ẑ �r � v)=(1 + "Fr �), ẑ is the vertical unit vector, and ÆF=Æ�
denotes the functional derivative of F with respect to �, etc. The non-dimensional
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8 Bokhove, Shepherd and Wirosoetisno

parameters are the Rossby number " = U=(f `) and the rotational Froude number

Fr = f2 `2=(g dw), where here f is the Coriolis parameter and g the gravitational

acceleration.

(a) Wave{Vortex Models

(i) Slow and Fast Variables

The prototypical singular form (1.1) of the shallow-water equations can be obtained

by transforming the dependent variables (v; �) to (Q;D;�), where

Q = r2
 � Fr �

D = r � v =: r2
�

� = r2
 �r2

�

(4.4)

are the linearized potential vorticity, divergence, and geostrophic imbalance, respec-

tively (Warn et al., 1995). Here the streamfunction  and velocity potential � are

related to the horizontal velocity v by

v = ẑ�r +r�: (4.5)

In the variables (4.4) the Poisson bracket (4.2) takes the archetypal form (2.2), i.e.,

fF ;Gg =

Z n
Q

1 + "Fr �

h
J

�
ÆF

ÆD
;
ÆG

ÆD

�
+ J

�
ÆF

Æ�
+
ÆF

ÆQ
;
ÆG

Æ�
+
ÆG

ÆQ

�

+
�
r
ÆF

ÆD

�
�r

�
ÆG

Æ�
+
ÆG

ÆQ

�
�
�
r
ÆG

ÆD

�
�r

�
ÆF

Æ�
+
ÆF

ÆQ

�i

+
1

"

h�
r2

ÆF

ÆD

�
P
ÆG

Æ�
�
�
r2

ÆG

ÆD

�
P
ÆF

Æ�

io
dx dy;

(4.6)

where P := (Fr)�1r2 � 1, and J(a; b) := (@xa)(@yb)� (@xb)(@ya) is the Jacobian.

The change of variables that brings the Poisson bracket (4.6) into the desired

form [cf. (3.4)] can be computed in the following manner. The continuous analogue

of (3.14), written as T@fg = L0, isZ h�
P
ÆF

Æ�

�
r2

� cdg
dD

ÆG

ÆQ

�
�
�
r2

ÆF

ÆD

�
P
� cdg
d�

ÆG

ÆQ

�i
dx dy

=

Z
Q

h
J

�
ÆF

Æ�
;
ÆG

ÆQ

�
+r

ÆF

ÆD
�r

ÆG

ÆQ

i
dx dy:

(4.7)

We denote the Fr�echet derivative of g with respect to D by dg=dD, and the adjoint

by an overhat; similarly for dg=d�. Several integrations by parts lead us to

dg

d�
u =r�(Qrr�2P�1u)

dg

dD
u = J(Q;P�1r�2u)

(4.8)

for any function u, giving (we can obviously add any function of Q alone to g)

g(Q;D;�) =r�(Qrr�2P�1�) + J(Q;P�1r�2D): (4.9)

Article submitted to Royal Society



Hamiltonian Wave{Vortex and Vortex Models 9

Upon computing h in a similar fashion, we arrive at

~Q = Q+ " [J(Q;P�1r�2D) +r�(Qrr�2P�1�)]

~D = D �
"

2
[J(Q;r�2P�1�)�r�(QrP�1r�2D)]

~� = �+
"

2
[J(Q;P�1r�2D) +r�(Qrr�2P�1�)]:

(4.10)

As noted above, to O(") one can compute (Q;D;�) from ( ~Q; ~D; ~�) by replacing

" with �" and switching the roles of the tilde and non-tilde variables. As in theo-

rem 3.2, it follows that our O(1) approximate wave{vortex model is given by the

Poisson bracket

fF ;Gg1 =

Z n
~QJ

�
ÆF

Æ ~Q
;
ÆG

Æ ~Q

�
+

1

"

h�
r2

ÆF

Æ ~D

�
P
ÆG

Æ ~�
�
�
r2

ÆG

Æ ~D

�
P
ÆF

Æ ~�

io
dx dy;

(4.11)

and the Hamiltonian

~H1( ~Q; ~D; ~�) =
1

2

Z �
jvj2 + Fr �2 + " Fr � jvj2

	
dx dy: (4.12)

Here v and � are to be regarded as functions of ( ~Q; ~D; ~�) using v = ẑ�r +r�,

(4.4), and the inverse of (4.10); to our O(1) approximation, one may replace � and

v in the last term by ~� and ~v in order to simplify the Hamiltonian.

The equations of motion are given by

@ ~Q

@t
+ J

�
@ ~H1

@ ~Q
; ~Q
�
= 0

@ ~D

@t
�

1

"
r2 P

Æ ~H1

Æ ~�
= 0

@ ~�

@t
+

1

"
P r2

Æ ~H1

Æ ~D
= 0:

(4.13)

When one computes explicitly the functional derivatives Æ ~H1=Æ
~Q, etc., a large num-

ber of terms appear. As mentioned above, this appears to be the necessary price

for keeping the Hamiltonian structure of the original system.

(ii) Linearized Potential Vorticity and Velocity Variables

In analogy with theorem 3.4, we now present a continuous example where the

Poisson bracket can be \truncated" directly without a change of variable. At O(1),
we �nd a model close to the shallow-water equations, but with a simpler Poisson

bracket. By further truncating the Hamiltonian, we �nd a \weak-wave{vortex"

model consisting of linear wave dynamics coupled to nonlinear vortex dynamics.

We start with the Poisson bracket (4.2) in terms of dependent variables (Q;v),

where Q = r2
 � Fr � is the linearized potential vorticity [cf. (4.4a)] and v is the

velocity,

fF ;Gg =

Z n
Q

1 + "Fr �
J

�
ÆF

ÆQ
;
ÆG

ÆQ

�
+
�1
"
+

Q

1 + "Fr �

�
ẑ �

ÆF

Æv
�
ÆG

Æv

+
Q

1 + "Fr �

h
ÆG

Æv
�r

ÆF

ÆQ
�
ÆF

Æv
�r

ÆG

ÆQ

io
dx dy:

(4.14)
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10 Bokhove, Shepherd and Wirosoetisno

If we expand the r.h.s. in powers of " and drop terms of O("), we �nd

fF ;Gg10 =

Z n
QJ

�
ÆF

ÆQ
;
ÆG

ÆQ

�
+
�1
"
+Q

�
ẑ �

ÆF

Æv
�
ÆG

Æv

+Q

h
ÆG

Æv
�r

ÆF

ÆQ
�
ÆF

Æv
�r

ÆG

ÆQ

io
dx dy:

(4.15)

This turns out to be a good Poisson bracket, as can be directly veri�ed, cf. theorem

3.4.

Let us now consider a model de�ned by the full Hamiltonian (4.3) and the

Poisson bracket (4.15). The equations of motion are, after some calculation,

@Q

@t
+r�(Qv) = "Frr�(� Qv)

@v

@t
+ (v�r)v +

1

"

�
ẑ� v +r�

�
= �"Fr � Q(ẑ� v):

(4.16)

This model di�ers from the shallow-water equations only in that the O(") terms on

the r.h.s. are zero in the latter model.

While the Poisson bracket is simpli�ed, the equations of motion are largely

similar to the ones for the original shallow-water equations. However, by truncating

the Hamiltonian to

H10 =
1

2

Z �
jvj2 + Fr �2

	
dx dy (4.17)

a simpler coupled Hamiltonian weak-wave{vortex model emerges,

@Q

@t
+r�(Qv) = 0

@v

@t
+

1

"

�
ẑ� v +r�

�
= 0:

(4.18)

In this model, the Q equation has the same form as that in the shallow-water

equations, but the velocity dynamics is completely linear. Thus this model describes

suÆciently weak waves, coupled to vortex dynamics. Note that the model is accurate

to O(1=") when Fr = O(1), but it is accurate to O(1=
p
") when Fr = O(

p
"). (This

is because the potential energy density Fr �2=2 = O(1=Fr) when written in terms

of Q and v.)

In contrast to the weak-wave model of Nore and Shepherd (1997), where the slow

equation reads @Q=@t+ J( ;Q) = 0 with Q = r2
 �Fr �, the present weak-wave{

vortex model retains all terms in the unapproximated equation for Q, including

advection by the full velocity and the term Qr�v. The present formulation in

terms of the velocity v is also more convenient when one studies the e�ects of solid

boundaries on the dynamics, such as Kelvin waves.
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(b) Vortex Model

A singular perturbation of the shallow-water equations (cf. theorem 3.3) yields

the well-known Hamiltonian formulation of the quasi-geostrophic equations:

@Q

@t
= fQ;H0(Q)g0; (4.19)

where fF ;Gg0 =

Z
QJ

�
ÆF

ÆQ
;
ÆG

ÆQ

�
dx dy (4.20)

and H0 =
1

2

Z
(jr j2 + Fr 2) dx dy: (4.21)

It can also be obtained from the wave{vortex model (4.13) by setting ~D = ~� = 0

and ~Q = Q, or from the weak-wave{vortex model (4.18) at leading order in O(").
In both cases we have Q = (r2�Fr) , which is the quasi-geostrophic potential

vorticity.
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Appendix A.

In this appendix we derive a result concerning the local solvability of certain systems

of �rst-order partial di�erential equations with constant coeÆcients. As in the main

text, here the summation convention is in e�ect.

Lemma 4.1. Let x 2 R
d and let K : Rd ! R

d be a given smooth function (of x).

Then the system

@g

@xi
= K

i (A 1)

is locally solvable for g : Rd ! R if and only if @Ki
=@x

j = @K
j
=@x

i.

The \only if" part is obtained immediately from the equality of mixed partial

derivatives by taking @=@xj of both sides. To prove the \if" part we use the following

Theorem 4.2. [cf. theorem 1.40 in Olver (1986)] Let fv1; � � � ; vrg be a system of

smooth vector �elds in Rd, with members v1(x) = (v1
1
(x); � � � ; vd

1
(x)) where x 2 R

d.

The system fv1; � � � ; vrg is integrable (that is, the vectors are tangent to an integral

submanifold) if and only if it is in involution, namely, there exist smooth functions

c
k

ij
(x) such that

[vi; vj ] :=
�
v
n

i
@nv

m

j
� v

n

j
@nv

m

i

�
@m

= c
k

ij
(x)vk :

(A 2)

Here we have used the notation @i = @=@x
i and we have adopted (@1; � � � ; @d) as a

basis for the tangent space TRd.
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12 Bokhove, Shepherd and Wirosoetisno

Proof of lemma 4.1. We construct the following d vector �elds in Rd+1: Let

v
m

i
=

8><
>:
K

i
m = d+ 1

1 m = i

0 otherwise.

(A 3)

Since the vi are linearly independent, the integral submanifold of the system fv1; � � �;
vdg, when it exists, is a hypersurface in Rd+1. Alternatively, this hypersurface can

be regarded as the graph of a function g : Rd ! R which satis�es (A 1).

Computing the Lie bracket appearing in (A 2), the only non-zero terms are

[vi; vj ] =
�
v
n

i
@nv

d+1

i
� v

n

j
@nv

d+1

i

�
@
d+1

=
�
v
i

i
@iK

j � v
j

j
@jK

i
�
@
d+1

=
�
@iK

j � @jK
i
�
@
d+1

:

(A 4)

From the last line it is clear that if @iK
j � @jK

i = 0, in other words, if rK is

symmetric, we can simply take ck
ij
(x) = 0 in (A 2), proving the existence of the

integral submanifold and of the function g.
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