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Everything new is old… understood again.
Yu.M. Polyakov

The idea proposed by Sophus Lie and Felix Klein was that geometry is the theory of invariants of a transitive transformation group. It was used as the main topic of F. Klein’s inauguration lecture for professorship at Erlangen in 1872 and, thus, become known as the Erlangen programme (EP). As with any great idea, it was born ahead of its time. It was only much later when the theory of groups, especially the theory of group representations, was able to make a serious impact. Therefore, the EP had been marked as “producing only abstract returns” (©Wikipedia) and laid on one side.

Meanwhile, the 20th century brought significant progress in representation theory, especially linear representations, which was requested by theoretical physics and supported by achievements in functional analysis. Therefore, a “study of invariants” becomes possible in the linear spaces of functions and associated algebras of operators, e.g. the main objects of modern analysis. This is echoed in the saying which Yu.I. Manin attributed to I.M. Gelfand:

Mathematics of any kind is a representation theory.

This attitude can be encoded as the Erlangen programme at large (EPAL). In this book, we will systematically apply it to construct geometry of two-dimensional spaces. Further development shall extend it to analytic function theories on such spaces and the associated co- and contravariant functional calculi with relevant spectra [160]. Functional spaces are naturally associated with algebras of coordinates on a geometrical (or commutative) space. An operator (non-commutative) algebra is fashionably treated as a non-commutative space. Therefore, EPAL plays the same rôle for non-commutative geometry as EP for commutative geometry [136, 140].

EPAL provides a systematic tool for discovering hidden features, which previously escaped attention for various psychological reasons. In a sense [140], EPAL works like the periodic table of chemical elements discovered by D.I. Mendeleev: it allows us to see which cells are still empty and suggest where to look for the corresponding objects [140].

Mathematical theorems once proved, remain true forever. However, this does not mean we should not revise the corresponding theories. Excellent examples are given in Geometry Revisited [54] and Elementary Mathematics from an Advanced Standpoint [173,174]. Understanding comes through comparison and there are many excellent books about the Lobachevsky half-plane which made their exposition through a contrast with Euclidean geometry. Our book offers a different perspective: it considers
the Lobachevsky half-plane as one of three sister conformal geometries—elliptic, parabolic, and hyperbolic—on the upper half-plane.

Exercises are an integral part of these notes\(^1\). If a mathematical statement is presented as an exercise, it is not meant to be peripheral, unimportant or without further use. Instead, the label “Exercise” indicates that demonstration of the result is not very difficult and may be useful for understanding. Presentation of mathematical theory through a suitable collection of exercises has a long history, starting from the famous Polya and Szegő book [233], with many other successful examples following, e.g. [89,128]. Mathematics is among those enjoyable things which are better to practise yourself rather than watch others doing it.

For some exercises, I know only a brute-force solution, which is certainly undesirable. Fortunately, all of them, marked by the symbol in the margins, can be done through a Computer Algebra System (CAS). The DVD provided contains the full package and Appendix C describes initial instructions. Computer-assisted exercises also form a test case for our CAS, which validates both the mathematical correctness of the library and its practical usefulness. Usage of computer-supported proofs in geometry is already an established practice [222] and it is naturally to expect its further rapid growth.

All figures in the book are printed in black and white to reduce costs. The coloured versions of all pictures are enclosed on the DVD as well—see Appendix C.1 to find them. The reader will be able to produce even more illustrations him/herself with the enclosed software.

There are many classical objects, e.g. pencils of cycles, or power of a point, which often re-occur in this book under different contexts. The detailed index will help to trace most of such places.

Chapter I.1 serves as an overview and a gentle introduction, so we do not give a description of the book content here. The reader is now invited to start his/her journey into Möbius-invariant geometries.

\(\text{Odessa, July 2011}\)

\(^1\)This is one of several features, which distinct our work from the excellent book [273], see also App. B.3. Kolmogorov [177] criticised Yaglom’s book for an insufficient number of exercises.
Part I

Geometry
LECTURE I.1

Erlangen Programme: Preview

The simplest objects with non-commutative (but still associative) multiplication may be $2 \times 2$ matrices with real entries. The subset of matrices of determinant one has the following properties:

- It is a closed set under multiplication since $\det(AB) = \det A \cdot \det B$.
- The identity matrix is the set.
- Any such matrix has an inverse (since $\det A \neq 0$).

In other words, these matrices form a group, the $\text{SL}_2(\mathbb{R})$ group [192]—one of the two most important Lie groups in analysis. The other group is the Heisenberg group [108]. By contrast, the $ax + b$ group, which is used to build wavelets, is only a subgroup of $\text{SL}_2(\mathbb{R})$—see the numerator in (I.1.1) below.

The simplest non-linear transforms of the real line—linear-fractional or Möbius maps—may also be associated with $2 \times 2$ matrices, cf. [6; 16, Ch. 13; 210, Ch. 3]:

(I.1.1) $g : x \mapsto g \cdot x = \frac{ax + b}{cx + d}$, \hspace{5mm} where $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, $x \in \mathbb{R}$.

An enjoyable calculation shows that the composition of two transforms (I.1.1) with different matrices $g_1$ and $g_2$ is again a Möbius transform with a matrix equal the product $g_1 g_2$. In other words, (I.1.1) is a (left) action of $\text{SL}_2(\mathbb{R})$.

According to F. Klein’s Erlangen programme (which was influenced by S. Lie), any geometry deals with invariant properties under a certain transitive group action. For example, we may ask: What kinds of geometry are related to the $\text{SL}_2(\mathbb{R})$ action (I.1.1)?

The Erlangen programme has probably the highest rate of praised actually used among mathematical theories, not only due to the large numerator but also due to the undeservedly small denominator. As we shall see below, Klein’s approach provides some surprising conclusions even for such over-studied objects as circles.

I.1.1. Make a Guess in Three Attempts

It is easy to see that the $\text{SL}_2(\mathbb{R})$ action (I.1.1) also makes sense as a map of complex numbers $z = x + iy$, $i^2 = -1$, assuming the denominator is non-zero. Moreover, if $y > 0$, then $g \cdot z$ has a positive imaginary part as well, i.e. (I.1.1) defines a map from the upper half-plane to itself.

However, there is no need to be restricted to the traditional route of complex numbers only. Less-known double and dual numbers, see [273, Suppl. C] and Appendix B.1, also have the form $z = x + iy$ but with different assumptions for the imaginary unit $\epsilon : \epsilon^2 = 0$ or $\epsilon^2 = 1$, respectively. We will write $\epsilon$ and $j$ instead of $\imath$ within dual and
double numbers, respectively. Although the arithmetic of dual and double numbers is different from that of complex numbers, e.g. they have divisors of zero, we are still able to define their transforms by (I.1.1) in most cases.

Three possible values $-1, 0$ and $1$ of $\sigma := \imath^2$ will be referred to here as elliptic, parabolic and hyperbolic cases, respectively. We repeatedly meet such a division of various mathematical objects into three classes. They are named by the historic first example—the classification of conic sections—however the pattern persistently reproduces itself in many different areas: equations, quadratic forms, metrics, manifolds, operators, etc. We will abbreviate this separation as the **EPH classification**. The common origin of this fundamental division of any family with one parameter can be seen from the simple picture of a coordinate line split by zero into negative and positive half-axes:

\[
\begin{array}{c|c|c}
\text{hyperbolic} & 0 & \text{elliptic} \\
\hline
\text{parabolic} & & \\
\end{array}
\]

Connections between different objects admitting EPH classification are not limited to this common source. There are many deep results linking, for example, the ellipticity of quadratic forms, metrics and operators, e.g. the Atiyah–Singer index theorem. On the other hand, there are still many white spots, empty cells, obscure gaps and missing connections between some subjects.

To understand the action (I.1.1) in all EPH cases we use the Iwasawa decomposition [192, § III.1] of $\text{SL}_2(\mathbb{R}) = \text{ANK}$ into three one-dimensional subgroups $A$, $N$ and $K$:

\[
\begin{pmatrix}
  a & b \\
  c & d \\
\end{pmatrix} = \begin{pmatrix}
  \alpha & 0 \\
  0 & \alpha^{-1} \\
\end{pmatrix} \begin{pmatrix}
  1 & \nu \\
  0 & 1 \\
\end{pmatrix} \begin{pmatrix}
  \cos \phi & -\sin \phi \\
  \sin \phi & \cos \phi \\
\end{pmatrix}.
\]

**Figure I.1.1.** Actions of the subgroups $A$ and $N$ by Möbius transformations. Transverse thin lines are images of the vertical axis, grey arrows show the derived action.

Subgroups $A$ and $N$ act in (I.1.1) irrespective of the value of $\sigma$: $A$ makes a dilation by $\alpha^2$, i.e. $z \mapsto \alpha^2 z$, and $N$ shifts points to left by $\nu$, i.e. $z \mapsto z + \nu$. This is illustrated by Fig. I.1.1.

By contrast, the action of the third matrix from the subgroup $K$ sharply depends on $\sigma$—see Fig. I.1.2. In elliptic, parabolic and hyperbolic cases, $K$-orbits are circles, parabolas and (equilateral) hyperbolas, respectively. Thin traversal lines in Fig. I.1.2 join
Figure I.1.2. Action of the subgroup K. The corresponding orbits are circles, parabolas and hyperbolas shown by thick lines. Transverse thin lines are images of the vertical axis, grey arrows show the derived action.

points of orbits for the same values of $\phi$ and grey arrows represent “local velocities”—vector fields of derived representations.

Definition I.1.1. The common name cycle [273] is used to denote circles, parabolas and hyperbolas (as well as straight lines as their limits) in the respective EPH case.

It is well known that any cycle is a conic section and an interesting observation is that corresponding K-orbits are, in fact, sections of the same two-sided right-angle cone, see Fig. I.1.3. Moreover, each straight line generating the cone, see Fig. I.1.3(b), is crossing corresponding EPH K-orbits at points with the same value of parameter $\phi$ from (I.1.3). In other words, all three types of orbits are generated by the rotations of this generator along the cone.

K-orbits are K-invariant in a trivial way. Moreover, since actions of both $A$ and $N$ for any $\sigma$ are extremely “shape-preserving”, we find natural invariant objects of the Möbius map:

Theorem I.1.2. The family of all cycles from Definition I.1.1 is invariant under the action (I.1.1).

Proof. We will show that, for a given $g \in SL_2(\mathbb{R})$ and a cycle $C$, its image $gC$ is again a cycle. Figure I.1.4 provides an illustration with $C$ being a circle, but our reasoning works in all EPH cases.
Figure I.1.3. K-orbits as conic sections. Circles are sections by the plane $EE'$, parabolas are sections by $PP'$ and hyperbolas are sections by $HH'$. Points on the same generator of the cone correspond to the same value of $\phi$.

Figure I.1.4. Decomposition of an arbitrary Möbius transformation $g$ into a product.

For a fixed $C$, there is the unique pair of transformations $g'_n$ from the subgroup $N$ and $g'_a \in A$ that the cycle $g'_a g'_n C$ is exactly a K-orbit. This will be shown later in Exercise I.4.7.

We make a decomposition of $g(g'_a g'_n)^{-1}$ into a product similar to (I.1.3):

$$g(g'_a g'_n)^{-1} = g_a g_n g_k.$$

Since $g'_a g'_n C$ is a K-orbit, we have $g_k(g'_a g'_n C) = g'_a g'_n C$. Then:

$$g C = g(g'_a g'_n)^{-1} g'_a g'_n C = g_a g_n g_k g'_a g'_n C$$

$$= g_a g_n g_k (g'_a g'_n C) = g_a g_n g'_a g'_n C.$$

All transformations from subgroups $A$ and $N$ preserve the shape of any cycles in an obvious way. Therefore, the last expression $g_a g_n g'_a g'_n C$ represents a cycle and our proof is finished. □
According to Erlangen ideology, we should now study the invariant properties of cycles.

I.1.2. Covariance of FSCc

Figure I.1.3 suggests that we may obtain a unified treatment of cycles in all EPH cases by consideration of higher-dimension spaces. The standard mathematical method is to declare objects under investigation (cycles in our case, functions in functional analysis, etc.) to be simply points of some larger space. This space should be equipped with an appropriate structure to hold information externally which previously described the inner properties of our objects.

A generic cycle is the set of points \((u, v) \in \mathbb{R}^2\) defined for all values of \(\sigma\) by the equation

\[
\kappa (u^2 - \sigma v^2) - 2lu - 2nv + m = 0.
\]

This equation (and the corresponding cycle) is defined by a point \((k, l, n, m)\) from a projective space \(\mathbb{P}^3\), since, for a scaling factor \(\lambda \neq 0\), the point \((\lambda k, \lambda l, \lambda n, \lambda m)\) defines an equation equivalent to (I.1.4). We call \(\mathbb{P}^3\) the cycle space and refer to the initial \(\mathbb{R}^2\) as the point space.

In order to obtain a connection with the Möbius action (I.1.1), we arrange numbers \((k, l, n, m)\) into the matrix

\[
C^{s}_{\tilde{\sigma}} = \begin{pmatrix}
\lambda + i s n & -m \\
\lambda - i s n & -l - i s n
\end{pmatrix},
\]

with a new hypercomplex unit \(\tilde{i}\) and an additional parameter \(s\), usually equal to \(\pm 1\). The values of \(\tilde{\sigma} := \tilde{i}^2\) are \(-1, 0, 1\) independent of the value of \(\sigma\). The matrix (I.1.5) is the cornerstone of an extended Fillmore–Springer–Cnops construction (FSCc) [48, 78, 240].

The significance of FSCc in the Erlangen framework is provided by the following result:

**Theorem I.1.3.** [240, § 6.e] The image \(\tilde{C}^{s}_{\tilde{\sigma}}\) of a cycle \(C^{s}_{\sigma}\) under transformation (I.1.1) with \(g \in \text{SL}_2(\mathbb{R})\) is given by similarity of the matrix (I.1.5):

\[
\tilde{C}^{s}_{\tilde{\sigma}} = g C^{s}_{\sigma} g^{-1}.
\]

In other words, FSCc (I.1.5) intertwines Möbius action (I.1.1) on cycles with linear map (I.1.6).

There are several ways to prove (I.1.6). Either by a brute-force calculation (which can, fortunately, be performed by a CAS) in Section I.4.3, or through the related orthogonality of cycles [48]—see the end of Section I.1.4.

The important observation here is that our extended version of FSCc (I.1.5) uses an imaginary unit \(i\), which is not related to \(i\), that defines the appearance of cycles on the plane. In other words, any EPH type of geometry in the cycle space \(\mathbb{P}^3\) admits drawing of cycles in the point space \(\mathbb{R}^2\) as circles, parabolas or hyperbolas. We may think of points of \(\mathbb{P}^3\) as ideal cycles while their depictions on \(\mathbb{R}^2\) are only their shadows on the wall of Plato’s cave.

Figure I.1.5(a) shows the same cycles drawn in different EPH styles. We note the first order contact between the circle, parabola and hyperbola in the intersection points.
Figure I.1.5. Cycle implementations, centres and foci. (a) Different EPH implementations of the same cycles defined by quadruples of numbers. (b) Centres and foci of two parabolas with the same focal length.

with the real line. Informally, we can say that EPH realisations of a cycle look the same in a vicinity of the real line. It is not surprising since cycles are invariants of the hypercomplex Möbius transformations, which are extensions of \( SL_2(\mathbb{R}) \)-action (I.3.24) on the real line.

Points \( c_{e,p,h} = (\frac{1}{k}, -\sigma \frac{n}{k}) \) on Fig. I.1.5(a) are the respective e/p/h-centres of drawn cycles. They are related to each other through several identities:

\[
(I.1.7) \quad c_e = \bar{c}_h, \quad c_p = \frac{1}{2}(c_e + c_h).
\]

Figure I.1.5(b) presents two cycles drawn as parabolas. They have the same focal length, \( \frac{n}{2k} \), and, thus, their e-centres are on the same level. In other words, concentric parabolas are obtained by a vertical shift, not by scaling, as an analogy with circles or hyperbolas may suggest.

Figure I.1.5(b) also presents points, called e/p/h-foci,

\[
(I.1.8) \quad f_{e,p,h} = \left(\frac{1}{k}, \frac{\det C_s}{2nk}\right),
\]

which are independent of the sign of \( s \). If a cycle is depicted as a parabola, then the h-focus, p-focus and e-focus are, correspondingly, the geometrical focus of the parabola, its vertex, and the point on the directrix nearest to the vertex.

As we will see (cf. Theorems I.1.5 and I.1.7), all three centres and three foci are useful attributes of a cycle, even if it is drawn as a circle.

I.1.3. Invariants: Algebraic and Geometric

We use known algebraic invariants of matrices to build appropriate geometric invariants of cycles. It is yet another demonstration that any division of mathematics into subjects is only illusive.
For $2 \times 2$ matrices (and, therefore, cycles), there are only two essentially different invariants under similarity (I.1.6) (and, therefore, under Möbius action (I.1.1)): the trace and the determinant. The latter was already used in (I.1.8) to define a cycle’s foci. However, due to the projective nature of the cycle space $\mathbb{P}^3$, the absolute values of the trace or determinant are irrelevant, unless they are zero.

Alternatively, we may have a special arrangement for the normalisation of quadruples $(k, l, n, m)$. For example, if $k \neq 0$, we may normalise the quadruple to $(1, \frac{l}{k}, \frac{n}{k}, \frac{m}{k})$ with the highlighted cycle’s centre. Moreover, in this case, $-\det C_\sigma^s$ is equal to the square of cycle’s radius, cf. Section I.1.6. Another normalisation, $\det C_\sigma^s = \pm 1$, is used in [127] to obtain a good condition for touching circles.

We still have important characterisation even with non-normalised cycles. For example, invariant classes (for different $\sigma$) of cycles are defined by the condition $\det C_\sigma^s = 0$. Such a class is parameterised only by two real numbers and, as such, is easily attached to a certain point of $\mathbb{R}^2$. For example, the cycle $C_\sigma^s$ with $\det C_\sigma^s = 0$, $\sigma = -1$, drawn elliptically, represents just a point $(\frac{l}{k}, \frac{n}{k})$, i.e. an (elliptic) zero-radius circle. The same condition with $\sigma = 1$ in hyperbolic drawing produces a null-cone originating at point $(\frac{l}{k}, \frac{n}{k})$:

$$(u - \frac{l}{k})^2 - (v - \frac{n}{k})^2 = 0,$$

i.e. a zero-radius cycle in a hyperbolic metric.

In general, for every concept there are at least nine possibilities: three EPH cases in the cycle space times three EPH realisations in the point space. These nine cases for “zero-radius” cycles are shown in Fig. I.1.6. For example, p-zero-radius cycles in any implementation touch the real axis, that is they are horocycles.

This “touching” property is a manifestation of the boundary effect in the upper-half plane geometry. The famous question about hearing a drum’s shape has a counterpart: Can we see/feel the boundary from inside a domain?
Both orthogonality relations described below are “boundary-aware” as well. After all, it is not surprising since $\text{SL}_2(\mathbb{R})$ action on the upper half-plane was obtained as an extension of its action (I.1.1) on the boundary.

According to the categorical viewpoint, internal properties of objects are of minor importance in comparison to their relations with other objects from the same class. As an example, we may give the proof of Theorem I.1.3 described at the end of of the next section. Thus, from now on, we will look for invariant relations between two or more cycles.

### I.1.4. Joint Invariants: Orthogonality

The most expected relation between cycles is based on the following Möbius–invariant “inner product”, built from a trace of the product of two cycles as matrices:

\[
\langle \hat{C}_s^\sigma, \hat{C}_s^\sigma \rangle = -\text{tr}(\hat{C}_s^\sigma \overline{\hat{C}_s^\sigma}).
\]

Here, $\overline{\hat{C}_s^\sigma}$ means the complex conjugation of elements of the matrix $\hat{C}_s^\sigma$. Notably, an inner product of this type is used, for example, in GNS construction to make a Hilbert space out of $\mathbb{C}^*$-algebra. The next standard move is given by the following definition:

**Definition I.1.4.** Two cycles are called $\bar{\sigma}$-orthogonal if $\langle \hat{C}_s^\sigma, \hat{C}_s^\sigma \rangle = 0$.

For the case of $\bar{\sigma}\sigma = 1$, i.e. when the geometries of the cycle and point spaces are both either elliptic or hyperbolic, such an orthogonality is standard, defined in terms of angles between tangent lines in the intersection points of two cycles. However, in the remaining seven ($9 - 2$) cases, the innocent-looking Definition I.1.4 brings unexpected relations.

Elliptic (in the point space) realisations of Definition I.1.4, i.e. $\sigma = -1$, are shown in Fig. I.1.7. Figure I.1.7(a) corresponds to the elliptic cycle space, e.g. $\bar{\sigma} = -1$. The orthogonality between the red circle and any circle from the blue or green families is given in the usual Euclidean sense. Figure I.1.7(b) (parabolic in the cycle space) and Fig. I.1.7(c) (hyperbolic) show the non-local nature of the orthogonality. There are analogous pictures in parabolic and hyperbolic point spaces—see Section I.6.1.

This orthogonality may still be expressed in the traditional sense if we will associate to the red circle the corresponding “ghost” circle, which is shown by the dashed lines in Fig. I.1.7. To describe the ghost cycle, we need the Heaviside function $\chi(\sigma)$:

\[
\chi(t) = \begin{cases} 
1, & t \geq 0; \\
-1, & t < 0.
\end{cases}
\]

**Theorem I.1.5.** A cycle is $\bar{\sigma}$-orthogonal to cycle $C_s^\sigma$ if it is orthogonal in the usual sense to the $\sigma$-realisation of “ghost” cycle $\hat{C}_s^\sigma$, which is defined by the following two conditions:

i. The $\chi(\sigma)$-centre of $\hat{C}_s^\sigma$ coincides with the $\bar{\sigma}$-centre of $C_s^\sigma$.

ii. Cycles $\hat{C}_s^\sigma$ and $C_s^\sigma$ have the same roots. Moreover, $\det \hat{C}_s^\sigma = \det C_s^\chi(\sigma)$.

The above connection between various centres of cycles illustrates their relevance to our approach.
One can easily check the following orthogonality properties of the zero-radius cycles defined in the previous section:

i. Due to the identity $\langle C_\sigma^s, C_\sigma^s \rangle = 2 \det C_\sigma^s$, zero-radius cycles are self-orthogonal (isotropic).

ii. A cycle $C_\sigma^s$ is $\sigma$-orthogonal to a zero-radius cycle $Z_\sigma^s$ if and only if $C_\sigma^s$ passes through the $\sigma$-centre of $Z_\sigma^s$.

**Sketch of Proof of Theorem I.1.3.** The validity of Theorem I.1.3 for a zero-radius cycle

$$Z_\sigma^s = \begin{pmatrix} z & -z \bar{z} \\ 1 & -\bar{z} \end{pmatrix} = \frac{1}{2} \begin{pmatrix} z & z \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 1 & -\bar{z} \\ 1 & -\bar{z} \end{pmatrix}$$

with the centre $z = x + iy$ is straightforward. This implies the result for a generic cycle with the help of Möbius invariance of the product (I.1.9) (and, thus, the orthogonality) and the above relation (Theorem I.1.5.ii) between the orthogonality and the incidence. See Exercise I.6.7 for details.

**I.1.5. Higher-order Joint Invariants: Focal Orthogonality**

With our appetite already whet we may wish to build more joint invariants. Indeed, for any polynomial $p(x_1, x_2, \ldots, x_n)$ of several non-commuting variables, one may define an invariant joint disposition of $n$ cycles $\mathcal{C}_\sigma^s$ by the condition

$$\text{tr} \ p(\mathcal{C}_\sigma^s, \mathcal{C}_\sigma^s, \ldots, \mathcal{C}_\sigma^s) = 0.$$
However, it is preferable to keep some geometrical meaning of constructed notions. An interesting observation is that, in the matrix similarity of cycles (I.1.6), one may replace element \( g \in \text{SL}_2(\mathbb{R}) \) by an arbitrary matrix corresponding to another cycle. More precisely, the product \( C_s \tilde{C}_s^\sigma C_s \tilde{C}_s^\sigma \) is again the matrix of the form (I.1.5) and, thus, may be associated with a cycle. This cycle may be considered as the reflection of \( \tilde{C}_s^\sigma \) in \( C_s \tilde{C}_s^\sigma \).

**Definition I.1.6.** A cycle \( C_s^\sigma \) is f-orthogonal to a cycle \( \tilde{C}_s^\sigma \) if the reflection of \( \tilde{C}_s^\sigma \) in \( C_s \tilde{C}_s^\sigma \) is orthogonal (in the sense of Definition I.1.4) to the real line. Analytically, this is defined by

\[
\text{tr}(C_s^\sigma \tilde{C}_s^\sigma C_s R_s^\sigma) = 0.
\]

Due to invariance of all components in the above definition, f-orthogonality is a Möbius-invariant condition. Clearly, this is not a symmetric relation—if \( C_s^\sigma \) is f-orthogonal to \( \tilde{C}_s^\sigma \), then \( \tilde{C}_s^\sigma \) is not necessarily f-orthogonal to \( C_s^\sigma \).

**Figure I.1.8.** Focal orthogonality for circles. To highlight both similarities and distinctions with ordinary orthogonality, we use the same notations as in Fig. I.1.7.

Figure I.1.8 illustrates f-orthogonality in the elliptic point space. In contrast to Fig. I.1.7, it is not a local notion at the intersection points of cycles for all \( \tilde{\sigma} \). However, it may again be clarified in terms of the appropriate f-ghost cycle, cf. Theorem I.1.5.

**Theorem I.1.7.** A cycle is f-orthogonal to a cycle \( C_s^\sigma \) if it is orthogonal in the traditional sense to its f-ghost cycle \( \tilde{C}_s^\sigma \), which is the reflection of the real line in \( C_s^\sigma \) and \( \chi \) is the Heaviside function (I.1.10). Moreover:

i. The \( \chi(\sigma) \)-centre of \( \tilde{C}_s^\sigma \) coincides with the \( \tilde{\sigma} \)-focus of \( C_s^\sigma \). Consequently, all lines f-orthogonal to \( C_s^\sigma \) pass the respective focus.

ii. Cycles \( C_s^\sigma \) and \( \tilde{C}_s^\sigma \) have the same roots.

Note the above intriguing interplay between the cycle’s centres and foci. Although f-orthogonality may look exotic, it will appear again at the end of next section.

Of course, it is possible to define other interesting higher-order joint invariants of two or even more cycles.
I.1.6. Distance, Length and Perpendicularity

Geometry in the plain meaning of the word deals with distances and lengths. Can we obtain them from cycles?

![Diagram](image)

**Figure I.1.9.** Radius and distance for parabolas. (a) The square of the parabolic diameter is the square of the distance between roots if they are real \(z_1\) and \(z_2\). Otherwise, it is the negative square of the distance between the adjoint roots \(z_3\) and \(z_4\). (b) Distance is the extremum of diameters in elliptic \((z_1\) and \(z_2)\) and parabolic \((z_3\) and \(z_4)\) cases.

We already mentioned that, for circles normalised by the condition \(k = 1\), the value \(-\det C_\sigma = -\frac{1}{2} \langle C_\sigma, C_\sigma \rangle\) produces the square of the traditional circle radius. Thus, we may keep it as the definition of the \(\sigma\)-radius for any cycle. However, we then need to accept that, in the parabolic case, the radius is the (Euclidean) distance between (real) roots of the parabola—see Fig. I.1.9(a).

Having already defined the radii of circles, we may use them for other measurements in several different ways. For example, the following variational definition may be used:

**Definition I.1.8.** The distance between two points is the extremum of diameters of all cycles passing through both points—see Fig. I.1.9(b).

If \(\sigma = \sigma\), this definition gives, in all EPH cases, the following expression for a distance \(d_{e,p,h}(u, v)\) between the endpoints of any vector \(w = u + iv\):

(I.1.12) \[ d_{e,p,h}(u, v)^2 = (u + iv)(u - iv) = u^2 - \sigma v^2. \]

The parabolic distance \(d_p^2 = u^2\), see Fig. I.1.9(b), sits algebraically between \(d_e\) and \(d_h\) according to the general principle (I.1.2) and is widely accepted [273]. However, one may be unsatisfied by its degeneracy.

An alternative measurement is motivated by the fact that a circle is the set of equidistant points from its centre. However, there are now several choices for the “centre”: it may be either a point from three centres (I.1.7) or three foci (I.1.8).
DEFINITION I.1.9. The length of a directed interval $\overrightarrow{AB}$ is the radius of the cycle with its centre (denoted by $l_c(\overrightarrow{AB})$) or focus (denoted by $l_f(\overrightarrow{AB})$) at the point A which passes through B.

This definition is less common and has some unusual properties like non-symmetry: $l_f(\overrightarrow{AB}) \neq l_f(\overrightarrow{BA})$. However, it comfortably fits the Erlangen programme due to its SL$_2$(R)-conformal invariance:

THEOREM I.1.10 ([154]). Let $l$ denote either the EPH distances (I.1.12) or any length from Definition I.1.9. Then, for fixed $y$, $y' \in A$, the limit

$$\lim_{t \to 0} \frac{l(g \cdot y, g \cdot (y + ty'))}{l(y, y + ty')}$$

(where $g \in$ SL$_2$(R)) exists and its value depends only on $y$ and $g$ and is independent of $y'$.

FIGURE I.1.10. The perpendicular as the shortest route to a line.

We may return from lengths to angles noting that, in the Euclidean space, a perpendicular is the shortest route from a point to a line—see Fig. I.1.10.

DEFINITION I.1.11. Let $l$ be a length or distance. We say that a vector $\overrightarrow{AB}$ is $l$-perpendicular to a vector $\overrightarrow{CD}$ if function $l(\overrightarrow{AB} + \varepsilon \overrightarrow{CD})$ of a variable $\varepsilon$ has a local extremum at $\varepsilon = 0$.

A pleasant surprise is that $l_f$-perpendicularity obtained using the length from focus (Definition I.1.9) coincides with $f$-orthogonality (already defined in Section I.1.5), as follows from Theorem I.1.7.i.

All these study are waiting to be generalised to higher-dimensions. Quaternions and Clifford algebras provide a suitable language for this [154, 221].

I.1.7. The Erlangen Programme at Large

As we already mentioned, the division of mathematics into separate areas is purely imaginary. Therefore, it is unnatural to limit the Erlangen programme only to “geometry”. We may continue to look for SL$_2$(R)-invariant objects in other related fields.
For example, transform (I.1.1) generates the unitary representation on the space $L_2(\mathbb{R})$:

\[(I.1.13)\quad g : f(x) \mapsto \frac{1}{(cx+d)} f \left( \frac{ax+b}{cx+d} \right).\]

The above transformations have two invariant subspaces within $L_2(\mathbb{R})$: the Hardy space and its orthogonal complements. These spaces are of enormous importance in \textit{harmonic analysis}. Similar transformations

\[(I.1.14)\quad g : f(z) \mapsto \frac{1}{(cz+d)^m} f \left( \frac{az+b}{cz+d} \right),\]

for $m = 2, 3, \ldots$, can be defined on square-integrable functions in the upper half-plane. The respective invariant subspaces are weighted Bergman spaces of complex-valued analytic and poly-analytic functions.

Transformations (I.1.14) produce the \textit{discrete series} representations of $SL_2(\mathbb{R})$, cf. [192, § IX.2]. Consequently, all main objects of \textit{complex analysis} can be obtained in terms of invariants of these representations. For example:

- The Cauchy and Bergman integrals are special cases of \textit{wavelet transform}, cf. [140, § 3]. The corresponding \textit{mother wavelets} are eigenfunctions of operators from the representations of the subgroup $K$.
- The Cauchy–Riemann and Laplace operators are invariant differential operators. They annihilate the respective mother wavelet which are mentioned above, cf. [156, § 3].
- Taylor series is a decomposition over eigenfunctions of the subgroup $K$, cf. [134, § 3.4].

It would be an omission to limit this construction only to the discrete series, complex numbers and the subgroup $K$. Two other series of representations (\textit{principal} and \textit{complimentary}—see [192, § VI.6]) are related to important special functions [268] and differential operators [205]. These series have unitary realisations in dual and double numbers [134, 157]. Their relations with subgroups $N'$ and $A'$ will be shown in Section I.3.3.4.

Moving further, we may observe that transform (I.1.1) is also defined for an element $x$ in any algebra $A$ with a unit $1$ as soon as $(cx+d) \in A$ has an inverse. If $A$ is equipped with a topology, e.g. is a Banach algebra, then we may study a \textit{functional calculus} for element $x$ [132] in this way. It is defined as an intertwining operator between the representations (I.1.13) or (I.1.14) in spaces of analytic functions and similar representations in left $A$-modules.

In the spirit of the Erlangen programme, such functional calculus is still a geometry, since it is dealing with invariant properties under a group action. However, even for the simplest non-normal operator, e.g. a Jordan block of length $k$, the obtained space is not like a space of points but is, rather, a space of $k$-th \textit{jets} [146]. Such non-point behaviour is often attributed to \textit{non-commutative geometry} and the Erlangen programme provides an important insight on this popular topic [140].

Of course, there is no reason to limit the Erlangen programme to the group $SL_2(\mathbb{R})$ only—other groups may be more suitable in different situations. For example, the
Heisenberg group and its hypercomplex representations are useful in quantum mechanics [159, 162]. However, $SL_2(\mathbb{R})$ still possesses large unexplored potential and is a good object to start with.
LECTURE I.2

Groups and Homogeneous Spaces

Group theory and representation theory are themselves two enormous and interesting subjects. However, they are auxiliary in our presentation and we are forced to restrict our consideration to a brief overview.

Besides introduction to that areas presented in [205,268] we recommend additionally the books [123,257]. The representation theory intensively uses tools of functional analysis and on the other hand inspires its future development. We use the book [128] for references on functional analysis here and recommend it as a nice reading too.

I.2.1. Groups and Transformations

We start from the definition of the central object, which formalises the universal notion of symmetries [123, § 2.1].

**Definition I.2.1.** A transformation group $G$ is a non-void set of mappings of a certain set $X$ into itself with the following properties:

i. The identical map is included in $G$.
ii. If $g_1 \in G$ and $g_2 \in G$ then $g_1 g_2 \in G$.
iii. If $g \in G$ then $g^{-1}$ exists and belongs to $G$.

**Exercise I.2.2.** List all transformation groups on a set of three elements.

**Exercise I.2.3.** Verify that the following sets are transformation groups:

i. The group of permutations of $n$ elements.
ii. The group of rotations of the unit circle $T$.
iii. The groups of shifts of the real line $\mathbb{R}$ and the plane $\mathbb{R}^2$.
iv. The group of one-to-one linear maps of an $n$-dimensional vector space over a field $\mathbb{F}$ onto itself.
v. The group of linear-fractional (Möbius) transformations:

\[
\begin{pmatrix}
a & b \\
c & d \\
\end{pmatrix} : z \mapsto \frac{az + b}{cz + d},
\]

of the extended complex plane such that $ad - bc \neq 0$.

It is worth (and often done) to push abstraction one level higher and to keep the group alone without the underlying space:

**Definition I.2.4.** An abstract group (or simply group) is a non-void set $G$ on which there is a law of group multiplication (i.e. mapping $G \times G \rightarrow G$) with the properties:

i. Associativity: $g_1(g_2g_3) = (g_1g_2)g_3$.  
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ii. The existence of the \textit{identity}: $e \in G$ such that $eg = ge = g$ for all $g \in G$.

iii. The existence of the \textit{inverse}: for every $g \in G$ there exists $g^{-1} \in G$ such that $gg^{-1} = g^{-1}g = e$.

\textbf{Exercise I.2.5.} Check that

i. any transformation group is an abstract group; and

ii. any abstract group is isomorphic to a transformation group. \textbf{Hint}: Use the action of the abstract group on itself by left (or right the right shift) shifts from Exercise \textsuperscript{\large ⋄}.

If we forget the nature of the elements of a transformation group $G$ as transformations of a set $X$ then we need to supply a separate “multiplication table” for elements of $G$. By the previous Exercise both concepts are mathematically equivalent. However, an advantage of a transition to abstract groups is that the same abstract group can act by transformations of apparently different sets.

\textbf{Exercise I.2.6.} Check that the following transformation groups (cf. Example I.2.3) have the same law of multiplication, i.e. are equivalent as abstract groups:

i. The group of isometric mapping of an equilateral triangle onto itself.

ii. The group of all permutations of a set of three elements.

iii. The group of invertible matrices of order 2 with coefficients in the field of integers modulo 2.

iv. The group of linear fractional transformations of the extended complex plane generated by the mappings $z \mapsto z^{-1}$ and $z \mapsto 1 - z$.

\textbf{Hint}: Recall that linear fractional transformations are represented by matrices (I.2.1). Furthermore, a linear fractional transformation is completely defined by the images of any three different points (say, 0, 1 and $\infty$), see Exercise I.3.1.(d)ii. What are images of 0, 1 and $\infty$ under the maps specified in I.2.6.iv?\textsuperscript{\large ⋄}

\textbf{Exercise* I.2.7.} Expand the list in the above exercise.

It is much simpler to study groups with the following additional property.

\textbf{Definition I.2.8.} A group $G$ is \textit{commutative} (or \textit{abelian}) if, for all $g_1, g_2 \in G$, we have $g_1g_2 = g_2g_1$.

However, most of the interesting and important groups are non-commutative.

\textbf{Exercise I.2.9.} Which groups among those listed in Exercises I.2.2 and I.2.3 are commutative?

Groups may have some additional \textit{analytical} structures, e.g. they can be a topological space with a corresponding notion of limit and respective continuity. We also assume that our topological groups are always \textit{locally compact} \cite[§ 2.4]{123}, that is there exists a compact neighbourhood of every point. It is common to assume that the topological and group structures are in agreement:

\textbf{Definition I.2.10.} If, for a group $G$, group multiplication and inversion are \textit{continuous} mappings, then $G$ is \textit{continuous group}.

\textbf{Exercise I.2.11.} i. Describe topologies which make groups from Exercises I.2.2 and I.2.3 continuous.
ii. Show that a continuous group is locally compact if there exists a compact
neighbourhood of its identity.

An even better structure can be found among Lie groups [123, § 6], e.g. groups with
differentiable law of multiplication. In the investigation of such groups, we could
employ the whole arsenal of analytical tools. Hereafter, most of the groups studied
will be Lie groups.

**Exercise I.2.12.** Check that the following are non-commutative Lie (and, thus,
continuous) groups:

i. The $ax + b$ group (or the affine group) [257, Ch. 7] of the real line: the set of
elements $(a, b), a \in \mathbb{R}_+, b \in \mathbb{R}$ with the group law:

$$(a, b) \ast (a', b') = (aa', ab' + b).$$

The identity is $(1, 0)$ and $(a, b)^{-1} = (a^{-1}, -b/a)$.

ii. The Heisenberg group $\mathbb{H}^1$ [108; 257, Ch. 1]: a set of triples of real numbers
$(s, x, y)$ with the group multiplication:

$$I(2.2) \quad (s, x, y) \ast (s', x', y') = (s + s' + \frac{1}{2}(x'y - xy'), x + x', y + y').$$

The identity is $(0, 0, 0)$ and $(s, x, y)^{-1} = (-s, -x, -y)$.

iii. The $SL_2(\mathbb{R})$ group [110, 192]: a set of $2 \times 2$ matrices \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) with real entries
$a, b, c, d \in \mathbb{R}$ and the determinant $det = ad - bc$ equal to 1 and the group
law coinciding with matrix multiplication:

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} = \begin{pmatrix} aa' + bc' & ab' + bd' \\ ca' + dc' & cb' + dd' \end{pmatrix}.$$

The identity is the unit matrix and

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix}^{-1} = \begin{pmatrix} d & -b \\ -c & a \end{pmatrix}.$$

The above three groups are behind many important results of real and complex
analysis [108, 110, 149, 192] and we meet them many times later.

### I.2.2. Subgroups and Homogeneous Spaces

A study of any mathematical object is facilitated by a decomposition into smaller
or simpler blocks. In the case of groups, we need the following:

**Definition I.2.13.** A **subgroup** of a group $G$ is subset $H \subset G$ such that the restriction
of multiplication from $G$ to $H$ makes $H$ a group itself.

**Exercise I.2.14.** Show that the $ax + b$ group is a subgroup of $SL_2(\mathbb{R})$.

**Hint:** Consider matrices $\frac{1}{\sqrt{a}} \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}$.\( \diamond \)
While abstract groups are a suitable language for investigation of their general properties, we meet groups in applications as transformation groups acting on a set X. We will describe the connections between those two viewpoints. It can be approached either by having a homogeneous space build the class of isotropy subgroups or by having a subgroup define respective homogeneous spaces. The next two subsections explore both directions in detail.

I.2.2.1. From a Homogeneous Space to the Isotropy Subgroup. Let X be a set and let us define, for a group G, an operation $G : X \rightarrow X$ of G on X. We say that a subset $S \subset X$ is G-invariant if $g \cdot s \in S$ for all $g \in G$ and $s \in S$.

**Exercise I.2.15.** Show that if $S \subset X$ is G-invariant then its complement $X \setminus S$ is G-invariant as well.

Thus, if X has a non-trivial invariant subset, we can split X into disjoint parts. The finest such decomposition is obtained from the following equivalence relation on X, say, $x_1 \sim x_2$, if and only if there exists $g \in G$ such that $gx_1 = x_2$, with respect to which X is a disjoint union of distinct orbits [191, § I.5], that is subsets of all $gx_0$ with a fixed $x_0 \in X$ and arbitrary $g \in G$.

**Exercise I.2.16.** Let the group $SL_2(\mathbb{R})$ act on $\mathbb{C}$ by means of linear-fractional transformations (I.2.1). Show that there exist three orbits: the real axis $\mathbb{R}$, the upper $\mathbb{R}^2_+$ and lower $\mathbb{R}^2_-$ half-planes:

$$\mathbb{R}^2_+ = \{x + iy \mid x, y \in \mathbb{R}, y > 0\} \quad \text{and} \quad \mathbb{R}^2_- = \{x + iy \mid x, y \in \mathbb{R}, y < 0\}.$$  

Thus, from now on, without loss of generality, we assume that the action of G on X is transitive, i.e. for every $x \in X$ we have

$$Gx := \bigcup_{g \in G} gx = X.$$  

In this case, X is G-homogeneous space.

**Exercise I.2.17.** Show that either of the following conditions define a transitive action of G on X:

i. For two arbitrary points $x_1, x_2 \in X$, there exists $g \in G$ such that $gx_1 = x_2$.

ii. There is a point $x_0 \in X$ with the property that for an arbitrary point $x \in X$, there exists $g \in G$ such that $gx_0 = x$.

**Exercise I.2.18.** Show that, for any group G, we can define its action on $X = G$ as follows:

i. The conjugation $g : x \mapsto gxg^{-1}$.

ii. The left shift $\Lambda(g) : x \mapsto gx$ and the right shift $R(g) : x \mapsto xg^{-1}$.

The above actions define group homomorphisms from G to the transformation group of G. However, the conjugation is trivial for all commutative groups.

**Exercise I.2.19.** Show that:

i. The set of elements $G_x = \{g \in G \mid gx = x\}$ for a fixed point $x \in X$ forms a subgroup of G, which is called the isotropy (sub)group of x in G [191, § I.5].
ii. For any $x_1, x_2 \in X$, isotropy subgroups $G_{x_1}$ and $G_{x_2}$ are \textit{conjugated}, that is, there exists $g \in G$ such that $G_{x_1} = g^{-1}G_{x_2}g$.

This provides a transition from a $G$-action on a homogeneous space $X$ to a subgroup of $G$, or even to an equivalence class of such subgroups under conjugation.

**EXERCISE I.2.20.** Find a subgroup which corresponds to the given action of $G$ on $X$:

i. Action of $ax + b$ group on $\mathbb{R}$ by the formula: $(a, b) : x \mapsto ax + b$ for the point $x = 0$.

ii. Action of $\text{SL}_2(\mathbb{R})$ group on one of three orbit from Exercise I.2.16 with respective points $x = 0, i$ and $-i$.

**I.2.2.2. From a Subgroup to the Homogeneous Space.** We can also go in the opposite direction—given a subgroup of $G$, find the corresponding homogeneous space. Let $G$ be a group and $H$ be its subgroup. Let us define the space of \textit{cosets} $X = G/H$ by the equivalence relation: $g_1 \sim g_2$ if there exists $h \in H$ such that $g_1 = g_2h$.

There is an important type of subgroups:

**DEFINITION I.2.20(a).** A subgroup $H$ of a group $G$ is said to be \textit{normal} if $H$ is invariant under conjugation, that is $g^{-1}hg \in H$ for all $g \in G$, $h \in H$.

The special role of normal subgroups is explained by the following property:

**EXERCISE I.2.20(b).** Check that, the binary operation $g_1H \cdot g_2H = (g_1g_2)H$, where $g_1, g_2 \in G$, is well-defined on $X = G/H$. Furthermore, this operation turns $X$ into a group, called the \textit{quotient group}.

In our studies normal subgroup will not appear and the set $X = G/H$ will not be a group. However, for any subgroup $H \subset G$ the set $X = G/H$ is a homogeneous space under the left $G$-action $g : g_1H \mapsto (gg_1)H$. For practical purposes it is more convenient to have a parametrisation of $X$ and express the above $G$-action through those parameters, as shown below.

We define a function (\textit{section}) \cite[§ 13.2]{123} $s : X \to G$ such that it is a right inverse to the natural projection $p : G \to G/H$, i.e. $p(s(x)) = x$ for all $x \in X$. Depending on situation some additional properties of $s$ may be required, e.g. continuity. In our work we will usually need only that the section $s$ is a measurable function.

**EXERCISE I.2.21.** Check that, for any $g \in G$, we have $s(p(g)) = gh$, for some $h \in H$ depending on $g$.

Then, any $g \in G$ has a unique decomposition of the form $g = s(x)h$, where $x = p(g) \in X$ and $h \in H$. We define a map $r$ associated to $s$ through the identities:

$$x = p(g), \quad h = r(g) := s(x)^{-1}g.$$

**EXERCISE I.2.22.** Show that:

i. $X$ is a left $G$-homogeneous space with the $G$-action defined in terms of maps $s$ and $p$ as follows:

$$g : x \mapsto g \cdot x = p(g \ast s(x));$$
where * is the multiplication on G. This is illustrated by the diagram:

(I.2.4) \[
\begin{array}{ccc}
G & \xrightarrow{g^*} & G \\
\downarrow p & & \downarrow p \\
X & \xrightarrow{g} & X
\end{array}
\]

ii. The above action of \( G : X \to X \) is transitive on \( X \).

iii. The choice of a section \( s \) is not essential in the following sense. Let \( s_1 \) and \( s_2 \) be two maps, such that \( p(s_i(x)) = x \) for all \( x \in X \), \( i = 1, 2 \). Then, \( p(g * s_1(x)) = p(g * s_2(x)) \) for all \( g \in G \).

Thus, starting from a subgroup \( H \) of a group \( G \), we can define a \( G \)-homogeneous space \( X = G/H \).

I.2.3. Differentiation on Lie Groups and Lie Algebras

To do some analysis on groups, we need suitably-defined basic operations: differentiation and integration.

Differentiation is naturally defined for Lie groups. If \( G \) is a Lie group and \( G_x \) is its closed subgroup, then the homogeneous space \( G/G_x \) considered above is a smooth manifold (and a loop as an algebraic object) for every \( x \in X \), \( [123] \), Thm. 2 in § 6.1. Therefore, the one-to-one mapping \( G/G_x \to X \) from § I.2.2.2 induces a structure of \( C^\infty \)-manifold on \( X \). Thus, the class \( C^\infty_0(X) \) of smooth functions with compact supports on \( X \) has the natural definition.

For every Lie group \( G \) there is an associated Lie algebra \( \mathfrak{g} \). This algebra can be realised in many different ways. We will use the following two out of four listed in \([123], \S 6.3\).

I.2.3.1. One-parameter Subgroups and Lie Algebras. For the first realisation, we consider a one-dimensional continuous subgroup \( x(t) \) of \( G \) as a group homomorphism of \( x : (\mathbb{R}, +) \to G \). For such a homomorphism \( x \), we have \( x(s + t) = x(s)x(t) \) and \( x(0) = e \).

Exercise I.2.23. Check that the following subsets of elements parametrised by \( t \in \mathbb{R} \) are one-parameter subgroups:

i. For the affine group: \( a(t) = (e^t, 0) \) and \( n(t) = (1, t) \).

ii. For the Heisenberg group \( \mathbb{H}^1 \):

\[
\begin{array}{ccc}
s(t) = (t, 0, 0), & x(t) = (0, t, 0) & \text{and} & y(t) = (0, 0, t).\end{array}
\]

iii. For the group \( \text{SL}_2(\mathbb{R}) \):

(I.2.5) \[
a(t) = \begin{pmatrix} e^{-t/2} & 0 \\ 0 & e^{t/2} \end{pmatrix}, \quad n(t) = \begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix},
\]

(I.2.6) \[
b(t) = \begin{pmatrix} \cosh \frac{t}{2} & \sinh \frac{t}{2} \\ \sinh \frac{t}{2} & \cosh \frac{t}{2} \end{pmatrix}, \quad z(t) = \begin{pmatrix} \cos t & \sin t \\ -\sin t & \cos t \end{pmatrix}.
\]

The one-parameter subgroup \( x(t) \) defines a tangent vector \( X = x'(0) \) belonging to the tangent space \( T_e \) of \( G \) at \( e = x(0) \). The Lie algebra \( \mathfrak{g} \) can be identified with this tangent space. The important exponential map \( \exp : \mathfrak{g} \to G \) works in the opposite
direction and is defined by \( \exp X = x(1) \) in the previous notations. For the case of a matrix group, the exponent map can be explicitly realised through the exponentiation of the matrix representing a tangent vector:

\[
\exp(A) = I + A + \frac{A^2}{2} + \frac{A^3}{3!} + \frac{A^4}{4!} + \ldots .
\]

**Exercise I.2.24.**

i. Check that subgroups \( a(t) \), \( n(t) \), \( b(t) \) and \( z(t) \) from Exercise I.2.23.iii are generated by the exponent map of the following zero-trace matrices:

\[
(I.2.7) \quad a(t) = \exp\left( -\frac{t}{2} \begin{pmatrix} 0 & t \\ t & 0 \end{pmatrix} \right), \quad n(t) = \exp\left( \begin{pmatrix} 0 & t \\ 0 & 0 \end{pmatrix} \right),
\]

\[
(I.2.8) \quad b(t) = \exp\left( \begin{pmatrix} 0 & t \\ t & 0 \end{pmatrix} \right), \quad z(t) = \exp\left( \begin{pmatrix} 0 & t \\ -t & 0 \end{pmatrix} \right).
\]

ii. Check that for any \( g \in \text{SL}_2(\mathbb{R}) \) there is a unique (up to a parametrisation) one-parameter subgroup passing \( g \). Alternatively, the identity \( e^{tX} = e^{sY} \) for some \( X, Y \in \mathfrak{sl}_2 \) and \( t, s \in \mathbb{R} \) implies \( X = uY \) for some \( u \in \mathbb{R} \).

**I.2.3.2. Invariant Vector Fields and Lie Algebras.** In the second realisation of the Lie algebra, \( g \) is identified with the left (right) invariant vector fields on the group \( G \), that is, first-order differential operators \( X \) defined at every point of \( G \) and invariant under the left (right) shifts: \( \Lambda X = X \Lambda \) (\( XR = RX \)). This realisation is particularly usable for a Lie group with an appropriate parametrisation. The following examples describe different techniques for finding such invariant fields.

**Example I.2.25.** Let us build left (right) invariant vector fields on \( G \)—the \( ax + b \) group using the plain definition. Take the basis \( \{ \partial_a, \partial_b \} \) \( \{ -\partial_a, -\partial_b \} \) of the tangent space \( T_e \) to \( G \) at its identity. We will propagate these vectors to an arbitrary point through the invariance under shifts. That is, to find the value of the invariant field at the point \( g = (a, b) \), we

i. make the left (right) shift by \( g \),

ii. apply a differential operator from the basis of \( T_e \),

iii. make the inverse left (right) shift by \( g^{-1} = (\frac{1}{a}, -\frac{b}{a}) \).

Thus, we will obtain the following invariant vector fields:

\[
(I.2.9) \quad A^l = a\partial_a, \quad N^l = a\partial_b; \quad \text{and} \quad A^r = -a\partial_a - b\partial_b, \quad N^r = -\partial_b.
\]

**Example I.2.26.** An alternative calculation for the same Lie algebra can be done as follows. The Jacobians at \( g = (a, b) \) of the left and the right shifts

\[
\Lambda(u, v) : f(a, b) \mapsto f\left( \frac{a}{u}, \frac{b - v}{u} \right), \quad \text{and} \quad R(u, v) : f(a, b) \mapsto f(ua, va + b)
\]

by \( h = (u, v) \) are:

\[
J_{\Lambda}(h) = \begin{pmatrix} \frac{1}{u} & 0 \\ 0 & \frac{1}{u} \end{pmatrix}, \quad \text{and} \quad J_{R}(h) = \begin{pmatrix} u & 0 \\ v & 1 \end{pmatrix}.
\]
Then the invariant vector fields are obtained by the transpose of Jacobians:

\[
\begin{align*}
\left( \begin{array}{c} 
A_1^t \\
N_1^t 
\end{array} \right) &= J_\lambda^t(g^{-1}) \left( \begin{array}{c} 
\partial_a \\
\partial_b 
\end{array} \right) = \left( \begin{array}{cc}
0 & a \\
a & 0 
\end{array} \right) \left( \begin{array}{c} 
\partial_a \\
\partial_b 
\end{array} \right) = \left( \begin{array}{c} 
a \partial_a \\
\partial_b 
\end{array} \right), \\
\left( \begin{array}{c} 
A_r^t \\
N_r^t 
\end{array} \right) &= J^t_R(g) \left( \begin{array}{c} 
-\partial_a \\
-\partial_b 
\end{array} \right) = \left( \begin{array}{cc}
a & b \\
0 & 1 
\end{array} \right) \left( \begin{array}{c} 
-\partial_a \\
-\partial_b 
\end{array} \right) = \left( \begin{array}{c} 
-a \partial_a - b \partial_b \\
-\partial_b 
\end{array} \right).
\end{align*}
\]

This rule is a very special case of the general theorem on the change of variables in the calculus of pseudo-differential operators (PDO), cf. [106, Thm. 18.1.17; 244, § 4.2].

**Example I.2.27.** Finally, we calculate the invariant vector fields on the \(ax+b\) group through a connection to the above one-parameter subgroups. The left-invariant vector field corresponding to the subgroup \(a(t)\) from Exercise I.2.23.i is obtained through the differentiation of the right action of this subgroup:

\[
[A^t f](a, b) = \left. \frac{d}{dt} f((a, b) \ast (e^t, 0)) \right|_{t=0} = \left. \frac{d}{dt} f(ae^t, b) \right|_{t=0} = af'_a(a, b),
\]

\[
[N^t f](a, b) = \left. \frac{d}{dt} f((a, b) \ast (1, t)) \right|_{t=0} = \left. \frac{d}{dt} f(a, at + b) \right|_{t=0} = af'_b(a, b).
\]

Similarly, the right-invariant vector fields are obtained by the derivation of the left action:

\[
[A^r f](a, b) = \left. \frac{d}{dt} f((e^{-t}, 0) \ast (a, b)) \right|_{t=0} = \left. \frac{d}{dt} f(e^{-t}a, e^{-t}b) \right|_{t=0} = -af'_a(a, b) - bf'_b(a, b),
\]

\[
[N^r f](a, b) = \left. \frac{d}{dt} f((1, -t) \ast (a, b)) \right|_{t=0} = \left. \frac{d}{dt} f(a, b - t) \right|_{t=0} = -f'_b(a, b).
\]

**Exercise I.2.28.** Use the above techniques to calculate the following left (right) invariant vector fields on the Heisenberg group:

\[
S^{(r)} = \pm \partial_s, \quad X^{(r)} = \pm \partial_x - \frac{1}{2} y \partial_s, \quad Y^{(r)} = \pm \partial_y + \frac{1}{2} x \partial_s.
\]

**I.2.3.3. Commutator in Lie Algebras.** The important operation in a Lie algebra is a **commutator**. If the Lie algebra of a matrix group is realised by matrices, e.g. Exercise I.2.24, then the commutator is defined by the expression \([A, B] = AB - BA\) in terms of the respective matrix operations. If the Lie algebra is realised through left (right) invariant first-order differential operators, then the commutator \([A, B] = AB - BA\) again defines a left (right) invariant first-order operator—an element of the same Lie algebra.

Among the important properties of the commutator are its anti-commutativity \([A, B] = -[B, A]\) and the **Jacobi identity**

\[
\]

**Exercise I.2.29.** Check the following commutation relations:
I.2.4. INTEGRATION ON GROUPS

i. For the Lie algebra (I.2.9) of the $ax + b$ group

$$[A^{l(r)}, N^{l(r)}] = N^{l(r)}.$$ 

ii. For the Lie algebra (IV.2.11) of Heisenberg group

(I.2.12) $$[X^{l(r)}, Y^{l(r)}] = S^{l(r)}, \quad [X^{l(r)}, S^{l(r)}] = [Y^{l(r)}, S^{l(r)}] = 0.$$ 

These are the celebrated Heisenberg commutation relations, which are very important in quantum mechanics.

iii. Denote by $A$, $B$ and $Z$ the generators of the one-parameter subgroups $a(t)$, $b(t)$ and $z(t)$ in (I.2.7) and (I.2.8). The commutation relations in the Lie algebra $sl_2$ are


The procedure from Example I.2.27 can also be used to calculate the derived action of a $G$-action on a homogeneous space.

**Example I.2.30.** Consider the action of the $ax + b$ group on the real line associated with group’s name:

$$(a, b) : x \mapsto ax + b, \quad x \in \mathbb{R}.$$ 

Then, the derived action on the real line is:

$$[A^d f](x) = \frac{d}{dt} f(e^{-t}x) \bigg|_{t=0} = -xf'(x),$$

$$[N^d f](a, b) = \frac{d}{dt} f(x - t) \bigg|_{t=0} = -f'(x).$$

I.2.4. Integration on Groups

In order to perform an integration we need a suitable measure. A measure $d\mu$ on $X$ is called (left) invariant measure with respect to an operation of $G$ on $X$ if

(I.2.14) $$\int_X f(x) \, d\mu(x) = \int_X f(g \cdot x) \, d\mu(x), \quad \text{for all } g \in G, \ f(x) \in C^\infty(X).$$

**Exercise I.2.31.** Show that measure $y^{-2}dy \, dx$ on the upper half-plane $\mathbb{R}^2_+$ is invariant under action from Exercise I.2.16.

Left invariant measures on $X = G$ is called the (left) Haar measure. It always exists and is uniquely defined up to a scalar multiplier [257, § 0.2]. An equivalent formulation of (I.2.14) is: $G$ operates on $L^2(X, d\mu)$ by unitary operators. We will transfer the Haar measure $d\mu$ from $G$ to $\mathfrak{g}$ via the exponential map $\exp : \mathfrak{g} \rightarrow G$ and will call it as the invariant measure on a Lie algebra $\mathfrak{g}$.

**Exercise I.2.32.** Check that the following are Haar measures for corresponding groups:

i. The Lebesgue measure $dx$ on the real line $\mathbb{R}$.

ii. The Lebesgue measure $d\phi$ on the unit circle $\mathbb{T}$.

iii. $dx/x$ is a Haar measure on the multiplicative group $\mathbb{R}_+$. 

iv. \( \text{d}x \text{d}y / (x^2 + y^2) \) is a Haar measure on the multiplicative group \( \mathbb{C} \setminus \{0\} \), with coordinates \( z = x + iy \).

v. \( a^{-2} \text{d}a \text{d}b \) and \( a^{-1} \text{d}a \text{d}b \) are the left and right invariant measure on \( ax + b \) group.

vi. The Lebesgue measure \( \text{d}s \text{d}x \text{d}y \) of \( \mathbb{R}^3 \) for the Heisenberg group \( \mathbb{H}^1 \).

In this notes we assume all integrations on groups performed over the Haar measures.

Exercise I.2.33. Show that invariant measure on a compact group \( G \) is finite and thus can be normalised to total measure 1.

The above simple result has surprisingly important consequences for representation theory of compact groups.

Definition I.2.34. The left convolution \( f_1 \ast f_2 \) of two functions \( f_1(g) \) and \( f_2(g) \) defined on a group \( G \) is

\[
f_1 \ast f_2(g) = \int_G f_1(h) f_2(h^{-1} g) \text{d}h
\]

Exercise I.2.35. Let \( k(g) \in L_1(G, d\mu) \) and operator \( K \) on \( L_1(G, d\mu) \) is the left convolution operator with \( k \), i.e. \( K : f \mapsto k \ast f \). Show that \( K \) commutes with all right shifts on \( G \).

The following Lemma characterizes linear subspaces of \( L_1(G, d\mu) \) invariant under shifts in the term of ideals of convolution algebra \( L_1(G, d\mu) \) and is of the separate interest.

Lemma I.2.36. A closed linear subspace \( H \) of \( L_1(G, d\mu) \) is invariant under left (right) shifts if and only if \( H \) is a left (right) ideal of the right group convolution algebra \( L_1(G, d\mu) \).

Proof. Of course we consider only the “right-invariance and right-convolution” case. Then the other three cases are analogous. Let \( H \) be a closed linear subspace of \( L_1(G, d\mu) \) invariant under right shifts and \( k(g) \in H \). We will show the inclusion

(I.2.15) \[
[f \ast k]_r(h) = \int_G f(g) k(hg) \text{d}\mu(g) \in H,
\]

for any \( f \in L_1(G, d\mu) \). Indeed, we can treat integral (I.2.15) as a limit of sums

(I.2.16) \[
\sum_{j=1}^{N} f(g_j) k(hg_j) \Delta_j.
\]

But the last sum is simply a linear combination of vectors \( k(hg_j) \in H \) (by the invariance of \( H \)) with coefficients \( f(g_j) \). Therefore sum (I.2.16) belongs to \( H \) and this is true for integral (I.2.15) by the closeness of \( H \).

Otherwise, let \( H \) be a right ideal in the group convolution algebra \( L_1(G, d\mu) \) and let \( \phi_j(g) \in L_1(G, d\mu) \) be an approximate unit of the algebra \([64, \S\ 13.2]\), i.e. for any \( f \in L_1(G, d\mu) \) we have

\[
[\phi_j \ast f]_r(h) = \int_G \phi_j(g) f(hg) \text{d}\mu(g) \to f(h), \text{ when } j \to \infty.
\]
Then for $k(g) \in H$ and for any $h' \in G$ the right convolution

$$[\phi_j * k]_r(hh') = \int_G \phi_j(g)k(hh'g) \, d\mu(g) = \int_G \phi_j(h'^{-1}g')k(hg') \, d\mu(g'), \ g' = h'g,$$

from the first expression is tensing to $k(hh')$ and from the second one belongs to $H$ (as a right ideal). Again the closeness of $H$ implies $k(hh') \in H$ that proves the assertion. □
LECTURE I.3

Homogeneous Spaces from the Group $SL_2(\mathbb{R})$

Now we adopt the previous theoretical constructions for the particular case of the group $SL_2(\mathbb{R})$. It is common to present $SL_2(\mathbb{R})$ solely as the transformation group of the Lobachevsky half-plane. We take a wider viewpoint considering $SL_2(\mathbb{R})$ as an abstract group and wish to classify all its realizations as a transformation group of certain sets. More specifically, we describe all homogeneous spaces $SL_2(\mathbb{R})/H$, where $H$ is a closed continuous subgroup of $SL_2(\mathbb{R})$, see Section I.2.2.2. To begin with, we start from the two-dimensional subgroup.

I.3.1. The Affine Group and the Real Line

The affine group of the real line, also known as the $ax + b$ group, can be identified with either subgroup of lower- or upper-triangular matrices of the form:

$$
F = \left\{ \frac{1}{\sqrt{a}} \begin{pmatrix} a & 0 \\ c & 1 \end{pmatrix}, a > 0 \right\}, \quad F' = \left\{ \frac{1}{\sqrt{a}} \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}, a > 0 \right\}.
$$

These subgroups are obviously conjugates of each other and we can consider only the subgroup $F$ here. We are following the construction from Section I.2.2.2 and using its notations.

Firstly, we address the simpler case of the subgroup $\tilde{F}$ of all lower triangular matrices in $SL_2(\mathbb{R})$, which admits both positive and negative entries on the main diagonal. The corresponding homogeneous space $X = SL_2(\mathbb{R})/\tilde{F}$ is one-dimensional and can be parametrised by real numbers. We define the natural projection $p$ as:

$$
p : SL_2(\mathbb{R}) \rightarrow \mathbb{R} : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \frac{b}{d}, \quad \text{for } d \neq 0,
$$

since there is the following decomposition:

$$
\begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \frac{1}{d} & 0 \\ \frac{1}{c} & d \end{pmatrix}, \quad \text{where } \begin{pmatrix} \frac{1}{d} & 0 \\ \frac{1}{c} & d \end{pmatrix} \in \tilde{F}.
$$

The decomposition shows that each coset in $SL_2(\mathbb{R})/\tilde{F}$ either

- contains exactly one upper-triangular matrix of the form $\begin{pmatrix} 1 & u \\ 0 & 1 \end{pmatrix}$ and, thus, can be parametrised by the real number $u$; or
- is the coset of matrices $\begin{pmatrix} a & b \\ b^{-1} & 0 \end{pmatrix}$ which represents $\infty$. 
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Then, we define the smooth map \( s \) to be a right inverse of \( p \):

\[
(I.3.2) \quad s : \mathbb{R} \to \text{SL}_2(\mathbb{R}) : u \mapsto \begin{pmatrix} 1 & u \\ 0 & 1 \end{pmatrix}.
\]

The corresponding map \( r(g) = s(p(g))^{-1}g \) is calculated to be:

\[
(I.3.3) \quad r : \text{SL}_2(\mathbb{R}) \to \tilde{F} : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} d^{-1} & 0 \\ c & d \end{pmatrix}.
\]

Consequently, the decomposition \( g = s(p(g))r(g) \) is given by \((I.3.1a)\).

\[
(I.3.4) \quad g : u \mapsto p(g \ast s(u)) = \frac{au + b}{cu + d}, \quad \text{where } g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
\]

**Exercise I.3.1.**

i. Check that the derived actions, see Exercise I.2.30, associated with the one-parameter subgroups \( a(t) \), \( b(t) \) and \( z(t) \) from Exercise I.2.24, are, respectively:

\[
A_F = x \frac{d}{dx}, \quad B_F = \frac{x^2 - 1}{2} \frac{d}{dx}, \quad Z_F = -(x^2 + 1) \frac{d}{dx}.
\]

ii. Verify that the above operators satisfy the commutator relations for the Lie algebra \( \mathfrak{sl}_2 \), cf. \((II.3.14)\):

\[
(I.3.5) \quad [Z_F, A_F] = 2B_F, \quad [Z_F, B_F] = -2A_F, \quad [A_F, B_F] = -\frac{1}{2}Z_F.
\]

In Section I.4.4, we will see the relevance of this action to projective spaces.

**Exercise I.3.1(a).** Formula \((I.3.4)\) uses division by \( cu + d \), how it shall be understood (or modified) if \( cu + d = 0 \)?

**Hint:** A similar issue is addressed in Sec. I.8.1 and can be consistently resolved through the projective coordinates. Another common approach is to extend arithmetic of real numbers to the projective real line \( \hat{\mathbb{R}} = \mathbb{R} \cup \{\infty\} \) by the following rules involving infinity:

\[
(I.3.5a) \quad \frac{a}{0} = \infty, \quad \frac{a}{\infty} = 0, \quad \frac{\infty}{\infty} = 1, \quad \text{where } a \neq 0.
\]

As a consequence we also note that \( a \cdot \infty + b = a \cdot \infty \) for \( a \neq 0 \). Check, that formulae \((I.3.5a)\) together with ordinary arithmetic define in \((I.3.4)\) a bijection \( \hat{\mathbb{R}} \to \hat{\mathbb{R}} \) for \( g \in \text{SL}_2(\mathbb{R}) \).

To describe the homogeneous space \( \text{SL}_2(\mathbb{R})/F \) and \( \text{SL}_2(\mathbb{R}) \)-action on it, we rewrite the identity \((I.3.1a)\) for \( d \neq 0 \) as:

\[
(I.3.5b) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \chi(d) & 0 \\ 0 & \chi(d) \end{pmatrix} \begin{pmatrix} \frac{1}{|d|} & 0 \\ 0 & \frac{1}{|d|} \end{pmatrix},
\]

where \( \chi \) is the Heaviside function \((I.1.10)\). The last matrix in the right-hand side of \((I.3.5b)\) belongs to \( F \) and is uniquely defined by this identity. Thus, cosets representing matrices with \( d \neq 0 \) are parametrised by \( \mathbb{R} \times \{-1, +1\} \). The respective realisations
of maps from Section I.2.2.2 are:

(I.3.5c) \( p : \text{SL}_2(\mathbb{R}) \to \mathbb{R} \times \{-1, +1\} : (a \ b \ c \ d) \mapsto \left( \frac{b}{d}, \chi(d) \right) \),

(I.3.5d) \( s : \mathbb{R} \times \{-1, +1\} \to \text{SL}_2(\mathbb{R}) : (u, \sigma) \mapsto \left( \begin{array}{cc} \sigma & \sigma u \\ 0 & \sigma \end{array} \right) \),

(I.3.5e) \( r : \text{SL}_2(\mathbb{R}) \to F : (a \ b \ c \ d) \mapsto \begin{pmatrix} \frac{1}{d} \chi \left( \frac{a}{\chi(d)c} \right) & 0 \\ \chi \left( \frac{a}{\chi(d)c} \right) & |d| \end{pmatrix} \).

**EXERCISE I.3.1(b).** Extend the above maps (I.3.5c)–(I.3.5e) for the matrices with \( d = 0 \).

**HINT:** Note, that all matrices \( \begin{pmatrix} a & b \\ b & 0 \end{pmatrix} \in \text{SL}_2(\mathbb{R}) \) belong to two different cosets in \( \text{SL}_2(\mathbb{R})/F \) depending from the value of \( \chi(b) \). These cosets can be denoted by \((\infty, +1)\) and \((\infty, -1)\).

Thus, the homogeneous space \( \text{SL}_2(\mathbb{R})/F \) can be identified with the double cover of the projective real line. \( \text{SL}_2(\mathbb{R}) \)-action on \( \text{SL}_2(\mathbb{R})/F \) in terms of the above maps (I.3.5c)–(I.3.5e) is:

(I.3.5f) \( g : (u, \sigma) \mapsto p(g * s(u, \sigma)) = \left( \frac{au + b}{cu + d}, \chi(cu + d) \sigma \right) \), where \( g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \).

**EXERCISE I.3.1(c).** Extend the arithmetic rules (I.3.5a) and the Heaviside function in (I.3.5f) for the exceptional cases of either \( u = \infty \) or \( cu + d = 0 \) to produce a bijection \( \text{SL}_2(\mathbb{R})/F \to \text{SL}_2(\mathbb{R})/F \).

Here is some properties of the M"obius transformations of the real line:

**EXERCISE I.3.1(d).**

i. For a non-constant M"obius transformation, there may exist only two, one or none fixed point(s) on the real line.

ii. Let \( x_1, x_2, x_3 \) be arbitrary pairwise distinct points of \( \mathbb{R} \) with \( x_2 \) being between \( x_1 \) and \( x_3 \). Then there is the unique element in \( \text{SL}_2(\mathbb{R}) \) such that the associated M"obius transformation maps \( 0, 1, \infty \) to \( x_1, x_2, x_3 \) respectively. Therefore, \( \text{SL}_2(\mathbb{R}) \) acts simply transitively on ordered triples of pair-wise distinct elements of \( \mathbb{R} \). **HINT:** Check that the matrix \( \begin{pmatrix} x_3 & x_2-x_1 & x_1 \\ x_3-x_2 & x_2 & x_1-x_2 \\ x_3-x_2 & x_3-x_2 & 1 \end{pmatrix} \) provides the required map and normalize its determinant.

### I.3.2. One-dimensional Subgroups of \( \text{SL}_2(\mathbb{R}) \)

Any element \( X \) of the Lie algebra \( \mathfrak{sl}_2 \) defines a one-parameter continuous subgroup \( g_X(t) = e^{tX}, \ t \in \mathbb{R} \) of \( \text{SL}_2(\mathbb{R}) \). Two such subgroups \( g_X(t) \) and \( g_Y(t) \) with \( X = aY \) for a non-zero \( a \in \mathbb{R} \) coincide as sets and we can easily re-parameterise them: \( g_Y(t) = g_X(at) \). Therefore we will not distinguish such subgroups in the following.

We already listed four one-parameter continuous subgroups in Exercise I.2.23.iii and can provide further examples, e.g. the subgroup of lower-triangular matrices. However, there are only three different types of subgroups under the matrix similarity \( A \mapsto MAM^{-1} \).
Proposition I.3.2. Any continuous one-parameter subgroup of $\text{SL}_2(\mathbb{R})$ is conjugate to one of the following subgroups:

(I.3.6) \[ A = \left\{ \begin{pmatrix} e^{-t/2} & 0 \\ 0 & e^{t/2} \end{pmatrix} = \exp \left( \begin{pmatrix} -t/2 \\ 0 \end{pmatrix} \right), \ t \in \mathbb{R} \right\}, \]

(I.3.7) \[ N = \left\{ \begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix} = \exp \left( \begin{pmatrix} 0 \\ t \end{pmatrix} \right), \ t \in \mathbb{R} \right\}, \]

(I.3.8) \[ K = \left\{ \begin{pmatrix} \cos t & \sin t \\ -\sin t & \cos t \end{pmatrix} = \exp \left( \begin{pmatrix} 0 \\ -t \end{pmatrix} \right), \ t \in (-\pi, \pi] \right\}. \]

Proof. Any one-parameter subgroup is obtained through the exponential map, see Section I.2.3,

(I.3.9) \[ e^{tx} = \sum_{n=0}^{\infty} \frac{t^n}{n!} X^n \]
of an element $X$ of the Lie algebra $\text{sl}_2$ of $\text{SL}_2(\mathbb{R})$. Such an $X$ is a $2 \times 2$ matrix with zero trace. The behaviour of the Taylor expansion (I.3.9) depends on the properties of the powers $X^n$. This can be classified by a straightforward calculation:

Lemma I.3.3. The square $X^2$ of a traceless matrix $X = \begin{pmatrix} a & b \\ c & -a \end{pmatrix}$ is the identity matrix times $a^2 + bc = -\det X$. The factor can be negative, zero or positive, which corresponds to the three different types of the Taylor expansion (I.3.9) of $e^{tx}$.

It is a simple exercise in characteristic polynomials to see that, through the matrix similarity, we can obtain from $X$ a generator

• of the subgroup $K$ if $(-\det X) < 0$,

• of the subgroup $N$ if $(-\det X) = 0$,

• of the subgroup $A$ if $(-\det X) > 0$.

The determinant is invariant under the similarity. Thus, these cases are distinct.  

Exercise I.3.4. Find matrix conjugations of the following two subgroups to $A$ and $N$ respectively:

(I.3.10) \[ A' = \left\{ \begin{pmatrix} \cosh t & \sinh t \\ \sinh t & \cosh t \end{pmatrix} = \exp \left( \begin{pmatrix} 0 \\ t \end{pmatrix} \right), \ t \in \mathbb{R} \right\}, \]

(I.3.11) \[ N' = \left\{ \begin{pmatrix} 1 & 0 \\ t & 1 \end{pmatrix} = \exp \left( \begin{pmatrix} 0 \\ t \end{pmatrix} \right), \ t \in \mathbb{R} \right\}. \]

Exercise I.3.4(a). i. Show that $g \in \text{SL}_2(\mathbb{R})$ belongs to a subgroup conjugated to $A$, $N$ or $K$ if $|\text{tr}(g)|$ is bigger, equal or less than 2 respectively. Hint: Use the invariance of trace under matrix conjugation and the values of trace for matrices in $A$, $N$ and $K$.

ii. Let a Möbius transformation of the real line has two, one or none fixed points as described in Exercise ??, then it is generated by a matrix which is conjugated to an element of the subgroups $A$, $N$ and $K$ respectively.
We will often use subgroups \( A' \) and \( N' \) as representatives of the corresponding equivalence classes under matrix conjugation.

An interesting property of the subgroups \( A, N \) and \( K \) is their appearance in the Iwasawa decomposition \([192, \S \text{III.1}]\) of \( \text{SL}_2(\mathbb{R}) = ANK \) in the following sense. Any element of \( \text{SL}_2(\mathbb{R}) \) can be represented as the product:

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} \alpha & 0 \\ 0 & \alpha^{-1} \end{pmatrix} \begin{pmatrix} 1 & \nu \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \cos \phi & -\sin \phi \\ \sin \phi & \cos \phi \end{pmatrix}.
\]

**Exercise I.3.5.** Check that the values of parameters in the above decomposition are as follows:

\[
\alpha = \frac{c^2 + d^2}{2}, \quad \nu = ac + bd, \quad \phi = \arctan \frac{c}{d}.
\]

Consequently, \( \cos \phi = \frac{d}{\sqrt{c^2 + d^2}} \) and \( \sin \phi = \frac{-c}{\sqrt{c^2 + d^2}} \).

The Iwasawa decomposition shows once more that \( \text{SL}_2(\mathbb{R}) \) is a three-dimensional manifold. A similar decomposition \( G = ANK \) is possible for any semisimple Lie group \( G \), where \( K \) is the maximal compact group, \( N \) is nilpotent and \( A \) normalises \( N \). Although the Iwasawa decomposition will be used here on several occasions, it does not play a crucial role in the present consideration. Instead, Proposition I.3.2 will be the cornerstone of our construction.

### I.3.3. Two-dimensional Homogeneous Spaces

Here, we calculate the action of \( \text{SL}_2(\mathbb{R}) \) \((\text{I.2.3})\) (see Section I.2.2.2) on \( X = \text{SL}_2(\mathbb{R})/H \) for all three possible one-dimensional subgroups \( H = A', N' \) or \( K \). Counting dimensions \((3 - 1 = 2)\) suggests that the corresponding homogeneous spaces are two-dimensional manifolds. In fact, we identify \( X \) in each case with a subset of \( \mathbb{R}^2 \) as follows. First, for every equivalence class \( \text{SL}_2(\mathbb{R})/H \) we chose a representative, which is an upper-triangular matrix.

**Exercise I.3.6.** Show that

i. For any matrix \( g \in \text{SL}_2(\mathbb{R}) \) and for each value \( \sigma = -1, 0, 1 \) there is a factorisation \( g = g_u \begin{pmatrix} d & \sigma c \\ c & d \end{pmatrix} \) for some upper-triangular \( 2 \times 2 \) matrix \( g_u \). *Hint:* See (I.3.14), (I.3.17) and (I.3.20).

ii. There is at most one upper-triangular matrix in every equivalence class \( \text{SL}_2(\mathbb{R})/H \), where \( H = A', N' \) or \( K \), where, in the last case, uniqueness is up to the constant factor \( \pm 1 \). For the subgroup \( A' \), there may be not such upper triangular matrix.

*Hint:* The identity matrix is the only upper-triangular matrix in these three subgroups, where, again, the uniqueness for the subgroup \( K \) is understood up to the scalar factor \( \pm 1 \).

The existence of such a triangular matrix will be demonstrated in each case separately. Now, we define the projection \( p : \text{SL}_2(\mathbb{R}) \rightarrow X \), assigning \( p(g) = (a_1 b_1, a_1^2) \),
where \( \begin{pmatrix} a_1 & b_1 \\ 0 & a_1^{-1} \end{pmatrix} \) is the upper-triangular matrix\(^1\) representing the equivalence class of \( g \). We also choose [134, p. 108] the map \( s : X \to G \) in the form:

\[
(I.3.13) \quad s : (u, v) \mapsto \frac{1}{\sqrt{v}} \begin{pmatrix} v & u \\ 0 & 1 \end{pmatrix}, \quad (u, v) \in \mathbb{R}^2, \, v > 0.
\]

This formula will be used for all three possible subgroups \( H \).

**I.3.3.1. From the Subgroup \( K \).** The homogeneous space \( \text{SL}_2(\mathbb{R})/K \) is the most traditional case in representation theory. The maps \( p \) and \( s \) defined above produce the following decomposition \( g = s(p(g))r(g) \):

\[
(I.3.14) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \frac{1}{d^2 + c^2} \begin{pmatrix} 1 & bd + ac \\ 0 & c^2 + d^2 \end{pmatrix} \begin{pmatrix} d & -c \\ c & d \end{pmatrix}.
\]

Then, the \( \text{SL}_2(\mathbb{R}) \)-action defined by the formula \( g \cdot x = p(g \ast s(x)) \) (I.2.3) takes the form:

\[
(I.3.15) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} : (u, v) \mapsto \begin{pmatrix} (au + b)(cu + d) + cav^2 \\ (cu + d)^2 + (cv)^2 \end{pmatrix}, \quad \begin{pmatrix} v \\ (cu + d)^2 + (cv)^2 \end{pmatrix}.
\]

**EXERCISE I.3.7.** Use CAS to check the above formula, as well as analogous formulae (I.3.18) and (I.3.21) below. See Appendix C.3 for CAS usage.

Obviously, it preserves the upper half-plane \( v > 0 \). The expression (I.3.15) is very cumbersome and it can be simplified by the complex imaginary unit \( i^2 = -1 \), which reduces (I.3.15) to the Möbius transformation

\[
(I.3.16) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} : w \mapsto \frac{aw + b}{cw + d}, \quad \text{where} \ w = u + iv.
\]

We need to assign a meaning to the case \( cw + d = 0 \) and this can be done by the addition of an infinite point \( \infty \) to the set of complex numbers—see, for example, [16, Definition 13.1.3] for details.

In this case, *complex numbers* appeared naturally.

**I.3.3.2. From the Subgroup \( N' \).** We consider the subgroup of lower-triangular matrices \( N' \) (I.3.11). For this subgroup, the representative of cosets among the upper-triangular matrices will be different. Therefore, we receive an apparently different decomposition \( g = s(p(g))r(g) \), cf. (I.3.14)

\[
(I.3.17) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \frac{1}{d^2} \begin{pmatrix} 1 & bd \\ 0 & d^2 \end{pmatrix} \begin{pmatrix} d & 0 \\ c & d \end{pmatrix}, \quad \text{where} \ d \neq 0.
\]

We postpone the treatment of the exceptional case \( d = 0 \) until Section I.8.1. The \( \text{SL}_2(\mathbb{R}) \)-action (I.2.3) now takes the form:

\[
(I.3.18) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} : (u, v) \mapsto \begin{pmatrix} au + b \\ cu + d \end{pmatrix}, \quad \begin{pmatrix} v \\ (cu + d)^2 \end{pmatrix}.
\]

\(^{1}\)For the subgroup \( A' \) this will be refined in the subsection I.3.3.3.
This map preserves the upper half-plane \( v > 0 \) just like the case of the subgroup \( K \). The expression (I.3.18) is simpler than (I.3.15), yet we can again rewrite it as a linear-fractional transformation with the help of the dual numbers unit \( \epsilon^2 = 0 \):

\[
(I.3.19) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} : w \mapsto \frac{aw + b}{c\epsilon + d}, \quad \text{where } w = u + \epsilon v.
\]

We briefly review the algebra of dual numbers in Appendix B.1. Since they have zero divisors, the fraction is not properly defined for all \( cu + d = 0 \). The proper treatment will be considered in Section I.8.1 since it is not as simple as in the case of complex numbers.

**I.3.3. From the Subgroup \( A' \).** In the last case of the subgroup \( A' \), we still can obtain the decomposition

\[
(I.3.20) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \frac{1}{d^2 - c^2} \begin{pmatrix} 1 & bd - ac \\ 0 & d^2 - c^2 \end{pmatrix} \begin{pmatrix} d & c \\ c & d \end{pmatrix}, \quad \text{where } d \neq \pm c.
\]

However, the new aspect is here that (I.3.20) presents the decomposition \( g = s(p(g))r(g) \) if and only if \( d^2 - c^2 > 0 \). Otherwise the matrix \( \begin{pmatrix} d & c \\ c & d \end{pmatrix} \) is not in \( A' \). If \( d^2 - c^2 < 0 \) we use the decomposition

\[
(I.3.20a) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \frac{1}{c^2 - d^2} \begin{pmatrix} ac - bd & -1 \\ c^2 - d^2 & 0 \end{pmatrix} \begin{pmatrix} c & d \\ d & c \end{pmatrix}, \quad \text{where } d \neq \pm c.
\]

The modified maps \( p(g) : G \to G/H \) is:

\[
(I.3.20b) \quad p(g) = \begin{cases} 
(a_1b_1, a_1^2), & \text{if } g \sim \begin{pmatrix} a_1 & b_1 \\ 0 & a_1^{-1} \end{pmatrix} \\
(a_1b_1, -a_1^2), & \text{if } g \sim \begin{pmatrix} b_1 & -a_1 \\ a_1^{-1} & 0 \end{pmatrix}.
\end{cases}
\]

The respective modification of the map \( s : G/H \to G \) is:

\[
(I.3.20c) \quad s(u, v) = \begin{cases} 
\frac{1}{\sqrt{v}} \begin{pmatrix} v & u \\ 0 & 1 \end{pmatrix}, & \text{if } v > 0; \\
\frac{1}{\sqrt{-v}} \begin{pmatrix} u & v \\ 1 & 0 \end{pmatrix}, & \text{if } v < 0.
\end{cases}
\]

The geometrical meaning of this modification is that the homogeneous spaces \( G/K \) and \( G/N \) are parametrised by points of the upper half-plane, while \( G/A' \) shall be parametrised by the union of the upper and lower half-planes. We will further discuss this difference Section I.8.2. The exceptional situation \( d = \pm c \) will be treated in Section I.8.1.

The \( \text{SL}_2(\mathbb{R}) \)-action (I.2.3) takes the form

\[
(I.3.21) \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} : (u, v) \mapsto \left(\frac{(au + b)(cu + d) - cv^2}{(cu + d)^2 - (cv)^2}, \frac{v}{(cu + d)^2 - (cv)^2}\right).
\]

Notably, this time the map does not preserve the upper half-plane \( v > 0 \): the sign of \( (cu + d)^2 - (cv)^2 \) is not determined. To express this map as a Möbius transformation,
we require the **double numbers** (also known as *split-complex numbers*) unit \( j^2 = 1 \):

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} : w \mapsto \frac{aw + b}{cw + d}, \quad \text{where } w = u + jv.
\]

The algebra of double numbers is briefly introduced in Appendix B.1.

**I.3.3.4. Unifying All Three Cases.** There is an obvious similarity in the formulae obtained in each of the above cases. To present them in a unified way, we introduce the parameter \( \sigma \) which is equal to \(-1, 0\) or \(1\) for the subgroups \( K, N' \) or \( A' \), respectively. Then, decompositions (I.3.14), (I.3.17) and (I.3.20) are

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} = \frac{1}{d^2 - \sigma c^2} \begin{pmatrix} 1 & bd - \sigma ac \\ 0 & d^2 - \sigma c^2 \end{pmatrix} \begin{pmatrix} d & \sigma c \\ c & d \end{pmatrix}, \quad \text{where } d^2 - \sigma c^2 \neq 0.
\]

The respective \( SL_2(\mathbb{R}) \)-actions on the homogeneous space \( SL_2(\mathbb{R})/H \), where \( H = A, N' \) or \( K \), are given by

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} : (u, v) \mapsto \left(\frac{(au + b)(cu + d) - \sigma cv^2}{(cu + d)^2 - \sigma (cv)^2}, \frac{v}{(cu + d)^2 - \sigma (cv)^2}\right).
\]

Finally, this action becomes the linear-fractional (Möbius) transformation for hypercomplex numbers in two-dimensional commutative associative algebra (see Appendix B.1) spanned by 1 and \( \iota \):

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} : w \mapsto \frac{aw + b}{cw + d}, \quad \text{where } w = u + \iota v, \quad \iota^2 = \sigma.
\]

Thus, a comprehensive study of \( SL_2(\mathbb{R}) \)-homogeneous spaces naturally introduces three number systems. Obviously, only one case (complex numbers) belongs to mainstream mathematics. We start to discover empty cells in our periodic table.

**REMARK I.3.8.** As we can now see, the dual and double numbers naturally appear in relation to the group \( SL_2(\mathbb{R}) \) and, thus, their introduction in [149, 153] was not “a purely generalistic attempt”, cf. the remark on quaternions of [234, p. 4].

**REMARK I.3.9.** A different choice of the map \( s : G/H \rightarrow G \) will produce different (but isomorphic) geometric models. In this way, we will obtain three types of “unit disks” in Chapter I.10.

**I.3.4. Elliptic, Parabolic and Hyperbolic Cases**

As we have seen in the previous section, there is no need to be restricted to the traditional route of complex numbers only. The arithmetic of dual and double numbers is different from complex numbers mainly in the following aspects:

i. They have zero divisors. However, we are still able to define their transforms by (I.3.24) in most cases. The proper treatment of zero divisors will be done through corresponding compactification—see Section 1.8.1.

ii. They are not algebraically closed. However, this property of complex numbers is not used very often in analysis.
We have agreed in Section I.1.1 that three possible values $-1, 0$ and $1$ of $\sigma := \iota^2$ will be referred to here as elliptic, parabolic and hyperbolic cases, respectively. This separation into three cases will be referred to as the EPH classification. Unfortunately, there is a clash here with the already established label for the Lobachevsky geometry. It is often called hyperbolic geometry because it can be realised as a Riemann geometry on a two-sheet hyperboloid. However, within our framework, the Lobachevsky geometry should be called elliptic and it will have a true hyperbolic counterpart.

**NOTATION I.3.10.** We denote the space $\mathbb{R}^2$ of vectors $u + v\iota$ by $\mathbb{C}$, $\mathbb{D}$ or $\mathbb{O}$ to highlight which number system (complex, dual or double, respectively) is used. The notation $\mathbb{A}$ is used for a generic case. The use of $E$, $P$, $H$ or $e$, $p$, $h$ (for example, in labelling the different sections of an exercise) corresponds to the elliptic, parabolic, hyperbolic cases.

**REMARK I.3.11.** In introducing the parabolic objects on a common ground with elliptic and hyperbolic ones, we should warn against some common prejudices suggested by the diagram (I.1.2):

i. The parabolic case is unimportant (has “zero measure”) in comparison to the elliptic and hyperbolic cases. As we shall see (e.g. Remark I.10.8 and I.7.12.ii), the parabolic case presents some richer geometrical features.

ii. The parabolic case is a limiting situation or an intermediate position between the elliptic and hyperbolic cases. All properties of the former can be guessed or obtained as a limit or an average from the latter two. In particular, this point of view is implicitly supposed in [193].

Although there are some confirmations of this (e.g. Fig. I.10.3(E)–(H)), we shall see (e.g. Remark I.7.21) that some properties of the parabolic case cannot be guessed in a straightforward manner from a combination of elliptic and hyperbolic cases.

iii. All three EPH cases are even less disjoint than is usually thought. For example, there are meaningful notions of the centre of a parabola (I.4.3) or the focus of a circle (I.5.2).

iv. A (co-)invariant geometry is believed to be “coordinate-free”, which sometimes is pushed to an absolute mantra. However, our study within the Erlangen programme framework reveals two useful notions (Definition I.4.3 and (I.5.2)), mentioned above, which are defined by coordinate expressions and look very “non-invariant” at first glance.

**I.3.5. Orbits of the Subgroup Actions**

We start our investigation of the Möbius transformations (I.3.24)

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} : w \mapsto \frac{aw + b}{cw + d}
\]

on the hypercomplex numbers $w = u + v\iota$ from a description of orbits produced by the subgroups $\mathbb{A}$, $\mathbb{N}$ and $\mathbb{K}$. Due to the Iwasawa decomposition (I.3.12), any Möbius transformation can be represented as a superposition of these three actions.
The actions of subgroups $A$ and $N$ for any kind of hypercomplex numbers on the plane are the same as on the real line: $A$ dilates and $N$ shifts—see Fig. I.1.1 for illustrations. Thin traversal lines in Fig. I.1.1 join points of orbits obtained from the vertical axis by the same values of $t$ and grey arrows represent “local velocities”—vector fields of derived representations.

**Exercise I.3.12.** Check that:

i. The matrix
$$\begin{pmatrix} e^{-t} & 0 \\ 0 & e^t \end{pmatrix} = \exp\left(-t \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}\right)$$
from $A$ makes a dilation by $e^{-2t}$, i.e. $z \mapsto e^{-2t}z$. The respective derived action, see Example I.2.30, is twice the Euler operator $u\partial_u + v\partial_v$.

ii. The matrix
$$\begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix} = \exp\left(0 \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}\right)$$
from $N$ shifts points horizontally by $t$, i.e. $z \mapsto z + t = (u + t) + \imath v$. The respective derived action is $\partial_u$.

iii. The subgroup of $SL_2(\mathbb{R})$ generated by $A$ and $N$ is isomorphic to the $ax + b$ group, which acts transitively on the upper half-plane.

**Hint:** Note that the matrix
$$\begin{pmatrix} \sqrt{a} & b/\sqrt{a} \\ 0 & 1/\sqrt{a} \end{pmatrix} = \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \sqrt{a} & 0 \\ 0 & 1/\sqrt{a} \end{pmatrix}$$
maps $\imath$ to $a\imath + b$ and use Exercise I.2.17.ii.

By contrast, the action of the third matrix from the subgroup $K$ sharply depends on $\sigma = \imath t^2$, as illustrated by Fig. I.1.2. In elliptic, parabolic and hyperbolic cases, $K$-orbits are circles, parabolas and (equilateral) hyperbolas, respectively. The meaning of traversal lines and vector fields is the same as on the previous figure.

**Exercise I.3.13.** The following properties characterise $K$-orbits:

i. The derived action of the subgroup $K$ is given by:

$$K_\sigma^d(u, v) = (1 + u^2 + \sigma v^2)\partial_u + 2uv\partial_v, \quad \sigma = t^2.$$  

**Hint:** Use the explicit formula for Möbius transformation of the components (I.3.23). An alternative with CAS is provided as well, see Appendix C.3 for usage.

ii. A $K$-orbit in $A$ passing the point $(0, s)$ has the following equation:

$$u^2 - \sigma v^2 - 2v s^{-1} - \sigma s^2 = 0.$$  

**Hint:** Note that the equation (I.3.26) defines contour lines of the function $F(u, v) = (u^2 - \sigma v^2 + 1)/v$, that is, solve the equations $F(u, v) = \text{const}$. Then, apply the operator (I.3.25) to obtain $K_\sigma^d F = 0$.

iii. The curvature of a $K$-orbit at point $(0, s)$ is equal to

$$\kappa = \frac{2s}{1 + \sigma s^2}.$$  

**Hint:** A direct calculation for a point $(0, s)$ in the formula (I.3.23) is possible but demanding. A computer symbolic calculation is provided as well.

iv. The transverse line obtained from the vertical axis has the equations:

$$u^2 - \sigma v^2 + 2 \cot(2\phi)u - 1 = 0, \quad \text{for } g = \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix} \in K.$$  

**Hint:** A direct calculation for a point $(0, s)$ in the formula (I.3.23) is possible but demanding. A computer symbolic calculation is provided as well.
Much more efficient proofs will be given later (see Exercise I.4.16.ii), when suitable tools will be at our disposal. It will also explain why K-orbits, which are circles, parabolas and hyperbolas, are defined by the same equation (I.3.26). Meanwhile, these formulae allow us to produce geometric characterisation of K-orbits in terms of classical notions of conic sections, cf. Appendix B.2.

**Exercise I.3.14.** Check the following properties of K-orbits (I.3.26):

(e) For the elliptic case, the orbits of K are circles. A circle with centre at \((0, (s + s^{-1})/2)\) passing through two points \((0, s)\) and \((0, s^{-1})\).

(p) For the parabolic case, the orbits of K are parabolas with the vertical axis \(V\). A parabola passing through \((0, s)\) has horizontal directrix passing through \((0, s - 1/(4s))\) and focus at \((0, s + 1/(4s))\).

(h) For the hyperbolic case, the orbits of K are hyperbolas with asymptotes parallel to lines \(u = \pm v\). A hyperbola passing the point \((0, s)\) has the second branch passing \((0, -s^{-1})\) and asymptotes crossing at the point \((0, (s - s^{-1})/2)\). Foci of this hyperbola are:

\[
\mathbf{f}_{1,2} = \left(0, \frac{1}{2} \left((1 \pm \sqrt{2})s - (1 \mp \sqrt{2})s^{-1}\right)\right).
\]

The amount of similarities between orbits in the three EPH cases suggests that they should be unified one way or another. We start such attempts in the next section.

**I.3.6. Unifying EPH Cases: The First Attempt**

It is well known that any K-orbit above is a conic section and an interesting observation is that corresponding K-orbits are, in fact, sections of the same two-sided right-angle cone. More precisely, we define the family of double-sided right-angle cones to be parameterized by \(s > 0\):

\[
I.3.29 \quad x^2 + (y - \frac{1}{2}(s + s^{-1}))^2 - (z - \frac{1}{2}(s - s^{-1}))^2 = 0.
\]

Therefore, vertices of cones belong to the hyperbola \(\{x = 0, y^2 - z^2 = 1\}\)—see Fig. I.1.3.

**Exercise I.3.15.** Derive equations for the K-orbits described in Exercise I.3.14 by calculation of intersection of a cone (I.3.29) with the following planes:

(e) Elliptic K-orbits are sections of cones (I.3.29) by the plane \(z = 0\) (EE’ on Fig. I.1.3).

(p) Parabolic K-orbits are sections of (I.3.29) by the plane \(y = \pm z\) (PP’ on Fig. I.1.3).

(h) Hyperbolic K-orbits are sections of (I.3.29) by the plane \(y = 0\) (HH’ on Fig. I.1.3);

Moreover, each straight line generating the cone, see Fig. I.1.3(b), is crossing corresponding EPH K-orbits at points with the same value of parameter \(\phi\) from (I.3.12). In other words, all three types of orbits are generated by the rotations of this generator along the cone.

**Exercise I.3.16.** Verify that the rotation of a cone’s generator corresponds to the Möbius transformations in three planes.

**Hint:** I do not know a smart way to check this, so a CAS solution is provided.
From the above algebraic and geometric descriptions of the orbits we can make several observations.

**Remark I.3.17.**

i. The values of all three vector fields $dK_e$, $dK_p$, and $dK_h$ coincide on the “real” $U$-axis ($v = 0$), i.e., they are three different extensions into the domain of the same boundary condition. Another origin of this: the axis $U$ is the intersection of planes $EE'$, $PP'$ and $HH'$ on Fig. I.1.3.

ii. The hyperbola passing through the point $(0, 1)$ has the shortest focal length $\sqrt{2}$ among all other hyperbolic orbits since it is the section of the cone $x^2 + (y - 1)^2 + z^2 = 0$ closest from the family to the plane $HH'$. Moreover, two such hyperbolas in the lower and upper half-planes passing the points $(0, v)$ and $(0, -v^{-1})$ are sections of the same double-sided cone. They are related to each other as explained in Remark I.8.4.

We make a generalisation to all EPH cases of the following notion, which is well known for circles [54, § 2.3] and parabolas [273, § 10]:

**Definition I.3.18.** A power $p$ of a point $(u, v)$ with respect to a conic section given by the equation $x^2 - \sigma y^2 - 2lx - 2ny + c = 0$ is defined by the identity

\[(I.3.30) \quad p = u^2 - \sigma v^2 - 2lu - 2nv + c.\]

**Exercise I.3.19.** Check the following properties:

i. A conic section is the collection of points having zero power with respect to the section.

ii. The collection of points having the same power with respect to two given conic sections of the above type is either empty or the straight line. This line is called radical axis of the two sections.

iii. All K-orbits are coaxial [54, § 2.3] with the real line being their joint radical axis, that is, for a given point on the real line, its power with respect to any K-orbit is the same.

iv. All transverse lines (I.3.28) are coaxial, with the vertical line $u = 0$ being the respective radial axis.

In the case of circles the power of a point is known as Steiner power.

### I.3.7. Isotropy Subgroups

In Section I.2.2 we described the two-sided connection between homogeneous spaces and subgroups. Section I.3.3 uses it in one direction: from subgroups to homogeneous spaces. The following exercise does it in the opposite way: from the group action on a homogeneous space to the corresponding subgroup, which fixes the certain point.

**Exercise I.3.20.** Let $SL_2(\mathbb{R})$ act by Möbius transformations (I.3.24) on the three number systems. Show that the isotropy subgroups of the point $\iota$ are:
(e) The subgroup $K$ in the elliptic case. Thus, the elliptic upper half-plane is a model for the homogeneous space $\text{SL}_2(\mathbb{R})/K$.

(p) The subgroup $N'$ (I.3.11) of matrices

$$\begin{pmatrix} 1 & 0 \\ \nu & 1 \end{pmatrix} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 1 & \nu \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$

in the parabolic case. It also fixes any point $e\nu$ on the vertical axis, which is the set of zero divisors in dual numbers. The subgroup $N'$ is conjugate to subgroup $N$, thus the parabolic upper half-plane is a model for the homogeneous space $\text{SL}_2(\mathbb{R})/N$.

(h) The subgroup $A'$ (I.3.10) of matrices

$$\begin{pmatrix} \cosh \tau & \sinh \tau \\ \sinh \tau & \cosh \tau \end{pmatrix} = \frac{1}{2} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} e^{\tau} & 0 \\ 0 & e^{-\tau} \end{pmatrix} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}$$

in the hyperbolic case. These transformations also fix the light cone centred at $j$, that is, consisting of $j + \text{zero divisors}$. The subgroup $A'$ is conjugate to the subgroup $A$, thus two copies of the upper half-plane (see Section I.8.2) are a model for $\text{SL}_2(\mathbb{R})/A$.

Figure I.3.1 shows actions of the above isotropic subgroups on the respective numbers, we call them rotations around $i$. Note, that in parabolic and hyperbolic cases they fix larger sets connected with zero divisors.

It is inspiring to compare the action of subgroups $K, N'$ and $A'$ on three number systems, this is presented on Fig. I.3.2. Some features are preserved if we move from top to bottom along the same column, that is, keep the subgroup and change the metric of the space. We also note the same system of a gradual transition if we compare pictures from left to right along a particular row. Note, that Fig. I.3.1 extracts diagonal images from Fig. I.3.2, this puts three images from Fig. I.3.1 into a context, which is not obvious from Fig. I.3.2. Even greater similarity in the respective analytic expressions is presented by the next exercise.
Figure I.3.2. Actions of the subgroups $K, N', A'$ are shown in the first, middle and last columns respectively. The elliptic, parabolic and hyperbolic spaces are presented in the first, middle and last rows respectively. The diagonal drawings comprise Fig. I.3.1 and the first column Fig. I.1.2.

Exercise I.3.21. Using the parameter $\tau = -1, 0, 1$ for the subgroups $K, N'$ and $A'$ respectively, check the following properties of the actions of the subgroups $K, N'$ and $A'$:

i. Vector fields of the respective actions are
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\[(u^2 + \sigma v^2 - \tau)\partial_u + 2uv\partial_v,\]

where \(\sigma = \iota^2\) represent the metric of the space.

ii. Orbits of the isotropy subgroups \(\Lambda', N'\) and \(K\) satisfy the equation

\[(I.3.33)\]

\[(u^2 - \sigma v^2) - 2nv - \tau = 0, \quad \text{where} \ n \in \mathbb{R}.\]

**HINT:** See method used in Exercise I.3.13.ii. An alternative derivation will be available in Exercise I.5.24.\(\diamondsuit\)

iii. The isotropy subgroups of \(\iota\) in all EPH cases are uniformly expressed by matrices of the form

\[(I.3.33a)\]

\[\begin{pmatrix} a & \sigma b \\ b & a \end{pmatrix}, \quad \text{where} \ a^2 - \sigma b^2 = 1.\]

iv. The isotropy subgroup of a point \(u + \iota v\) consists of matrices

\[\left( \frac{\sqrt{1 + \sigma v^2 c^2} + uc}{c} \quad \frac{c(\sigma v^2 - u^2)}{\sqrt{1 + \sigma v^2 c^2} - uc} \right) \in \text{SL}_2(\mathbb{R})\]

and describe admissible values of the parameter \(c\).

**HINT:** Use the previous item and the transitive action of the \(ax + b\) from Exercise I.3.12.iii.\(\diamondsuit\)

v. The transverse lines on Fig. I.3.2 in all nine cases are, cf. \((I.3.33)\):

\[(I.3.34)\]

\[(u^2 - \sigma v^2) - lu + \tau = 0, \quad \text{where} \ l \in \mathbb{R}.\]

**DEFINITION I.3.22.** In the hyperbolic case, we extend the subgroup \(\Lambda'\) to a subgroup \(\Lambda''\) by the element \(\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}\).

This additional elements flips the upper and lower half-planes of double numbers—see Section I.8.2. Therefore, the subgroup \(\Lambda''_h\) fixes the set \((\iota, -\iota)\).

**LEMMA I.3.23.** Möbius action of \(\text{SL}_2(\mathbb{R})\) in each EPH case is generated by action of the corresponding isotropy subgroup (\(\Lambda''_h\) in the hyperbolic case) and actions of the \(ax + b\) group, e.g. subgroups \(\Lambda\) and \(N\).

**PROOF.** The \(ax + b\) group acts transitively on the upper or lower half-planes. Thus, for any \(g \in \text{SL}_2(\mathbb{R})\), there is an \(h\) in the \(ax + b\) group such that \(h^{-1}g\) either fixes \(\iota\) or sends it to \(-\iota\). Thus, \(h^{-1}g\) is in the corresponding isotropy subgroup. \(\blacksquare\)

I.3.7.1. Trigonometric Functions. The actions of isotropy subgroups can be viewed as “rotations around \(\iota\)”. In the Euclidean geometry rotations are transformations preserving angles. Thus, we can use isotropy subgroups to define angles in all EPH geometries as certain invariants of Möbius transformations.

**DEFINITION I.3.24.** The \(\sigma\)-tangent (denoted \(\tan_{\sigma}\)) between two vectors \(P = (u, v)\) and \(P' = (u', v')\) in \(A^2\) is defined by:

\[(I.3.35)\]

\[\tan_{\sigma}(P, P') = \frac{uv' - u'v}{uu' - \sigma vv'}.\]
Then, the respective $\sigma$-cosine and $\sigma$-sine functions are connected to $\sigma$-tangent by:

\[
\cos_\sigma(P, P') = \frac{1}{1 - \sigma \tan_\sigma(P, P')} = \frac{(uu' - \sigma vv')^2}{(uu' - \sigma vv')^2 - \sigma(uv' - vu')^2} = \frac{(uu' - \sigma vv')^2}{(u^2 - \sigma v^2)(u'^2 - \sigma v'^2)},
\]

(I.3.36) \[
\sin_\sigma(P, P') = \frac{\tan_\sigma(P, P')}{1 - \sigma \tan_\sigma(P, P')} = \frac{(uv' - vu')^2}{(uu' - \sigma vv')^2 - \sigma(uv' - vu')^2} = \frac{(uv' - vu')^2}{(u^2 - \sigma v^2)(u'^2 - \sigma v'^2)}.\]

(I.3.37)

As a consequence we have the following EPH form of the Pythagoras identity, cf. the identity at (I.3.33a):

\[
\cos_\sigma^2(P, P') - \sigma \sin_\sigma^2(P, P') = 1.
\]

As a consequence we have the following EPH form of the Pythagoras identity, cf. the identity at (I.3.33a):

(I.3.38)

\[
\cos_\sigma^2(P, P') - \sigma \sin_\sigma^2(P, P') = 1.
\]

**Exercise I.3.25.** Let $P$ and $P'$ be two vectors tangent to $\mathbb{A}^2$ at $\iota$. Denote by $\bar{P}$ and $\bar{P}'$ images of $P$ and $P'$ under the action of the matrix \(\begin{pmatrix} a & \sigma b \\ b & a \end{pmatrix}\) from the corresponding isotropy subgroup, see (I.3.33a). Then:

i. The angle between a vector and its image is independent from the vector:

\[
\tan_\sigma(P, \bar{P}) = \frac{2ab}{a^2 + \sigma b^2}.
\]

ii. The angle between vectors is preserved by the transformation: $\tan_\sigma(P, P') = \tan_\sigma(\bar{P}, \bar{P}')$. Since cosine and sine are functions of the tangent they are preserved as well

**Exercise I.3.26.** Show that the angle between any two tangent vectors at any point of $\mathbb{A}^2$ is preserved by an arbitrary M"{o}bius transformation from $\text{SL}_2(\mathbb{R})$. **Hint:** Use a combination of Lem. I.3.23 and Exercise I.3.25.ii.

We continue to use the standard notation $\tan$ and $\tanh$ for the respective elliptic $\tan_e$ and hyperbolic $\tan_h$ functions, similarly for sines and cosines.
LECTURE I.4

The Extended Fillmore–Springer–Cnops Construction

Cycles—circles, parabolas and hyperbolas—are invariant families under their respective Möbius transformations. We will now proceed with a study of the invariant properties of cycles according to the Erlangen programme. A crucial step is to treat cycles not as subsets of \( \mathbb{R}^n \) but rather as points of some projective space of higher dimensionality, see [22, Ch. 3; 43; 223]. It is common in algebra to represent quadratic forms by square matrices, thus circles and their Möbius transformations are naturally described by \( 2 \times 2 \) matrices, see [240, Ch. 1; 245, Ch. 9]. Yet one important component is still missing in those works: the invariant cycle product. This enhancement was independently introduced by several researchers in hypercomplex context [48, 78], see also [127]. This chapter introduces a further extension: the signature of the cycle project can vary even for the same type of point space.

I.4.1. Invariance of Cycles

K-orbits, shown in Fig. I.1.2, are K-invariant in a trivial way. Moreover, since actions of both A and N for any \( \sigma \) are extremely ‘shape-preserving’, see Exercise I.3.12, we meet natural invariant objects of the Möbius map:

**Definition I.4.1.** The common name cycle [273] is used to denote circles, parabolas with horizontal directrices and equilateral hyperbolas with vertical axes of symmetry (as well as straight lines as the limiting cases of any from above) in the respective EPH case.

It is known, from analytic geometry, that a cycle is defined by the equation

\[(I.4.1) \quad k(u^2 - \sigma v^2) - 2lu - 2nv + m = 0,\]

where \( \sigma = \tau^2 \) and \( k, l, n, m \) are real parameters, such that *not all of them* are equal to zero. Using hypercomplex numbers, we can write the same equation as, cf. [273, Suppl. C(42a)],

\[(I.4.2) \quad K\bar{w}w - L\bar{w} + \bar{L}w + M = 0,\]

where \( w = u + \tau v, K = \tau k, L = n + \tau l, M = \tau m \) and conjugation is defined by \( \bar{w} = u - \tau v \).

**Exercise I.4.2.** Check that such cycles result in straight lines for certain \( k, l, n, m \) and, depending from the case, one of the following:

(e) In the elliptic case: circles with centre \( \left( \frac{1}{k}, \frac{n}{k} \right) \) and squared radius \( (l^2 + n^2 - mk)/k^2 \).

(p) In the parabolic case: parabolas with horizontal directrices and focus at \( \left( \frac{1}{k}, \frac{m}{2n} - \frac{1}{2l} \right) \).
(h) In the hyperbolic case: rectangular hyperbolas with centre \((\frac{1}{k}, -\frac{n}{k})\) and vertical axes of symmetry.

Hereafter, the words parabola and hyperbola always assume only the above described types. Straight lines are also called flat cycles.

All three EPH types of cycles enjoy many common properties, sometimes even beyond those which we normally expect. For example, the following definition is quite intelligible even when extended from the above elliptic and hyperbolic cases to the parabolic one:

**Definition I.4.3.** \(\hat{\sigma}\)-Centre of the \(\sigma\)-cycle (I.4.1) for any EPH case is the point \((\frac{1}{k}, -\hat{\sigma}\frac{n}{k})\) \(\in\mathbb{A}\). Notions of e-centre, p-centre, h-centre are used according the adopted EPH notations.

Centres of straight lines are at infinity, see Subsection I.8.1.

**Remark I.4.4.** Here, we use a signature \(\hat{\sigma} = -1, 0\) or \(1\) of a number system which does not coincide with the signature \(\sigma\) of the space \(\mathbb{A}\). We will also need a third signature \(\tilde{\sigma}\) to describe the geometry of cycles in Definition I.4.11.

**Exercise I.4.5.** Note that some quadruples \((k, l, n, m)\) may correspond through the Equation (I.4.1) to the empty set on a certain point space \(\mathbb{A}\). Give the full description of parameters \((k, l, n, m)\) and \(\sigma\) which leads to the empty set. Hint: Use the coordinates of the cycle’s centre and completion to full squares to show that the empty set may appear only in the elliptic point space. Such circles are usually called imaginary.

The usefulness of Defn. I.4.3, even in the parabolic case, will be justified, for example, by

- the uniformity of the description of relations between the centres of orthogonal cycles, see the next subsection and Fig. I.6.3,
- the appearance of concentric parabolas in Fig. I.10.3\((P_e: N \text{ and } P_h: N)\).

Here is one more example of the natural appearance of concentric parabolas:

**Exercise I.4.6.** Show that, in all EPH cases, the locus of points having a fixed power with respect to a given cycle \(C\) is a cycle concentric with \(C\).

This property is classical for circles [54, §2.3] and is also known for parabolas [273, §10]. However, for parabolas, Yaglom used the word ‘concentric’ in quotes, since he did not define the centres of a parabola explicitly.

The family of all cycles from Definition I.4.1 is invariant under Möbius transformations (I.3.24) in all EPH cases, which was already stated in Theorem I.1.2. If a cycle does not intersect the real axis then the proof of Theorem I.1.2 has the only gap: a demonstration that we can always transform the cycle to a K-orbit.

**Exercise I.4.7.** Let \(C\) be a cycle in \(\mathbb{A}\) with its centre on the vertical axis. Show that there is the unique scaling \(w \mapsto a^2w\) which maps \(C\) into a K-orbit. Hint: Check that a cycle in \(\mathbb{A}\) with its centre belonging to the vertical axis is completely defined by the point of its intersection with the vertical axis and its curvature at this point. Then find the value of \(a\) for a scaling such that the image of \(C\) will satisfy the relation (I.3.27).
To finish the proof of Theorem I.1.2 we need to consider two more cases which are also related to the structure of the group $\text{SL}_2(\mathbb{R})$:

**Exercise I.4.7(a).**  

i. An arbitrary cycle may have only two, one or none common point(s) with the real axis. This number is invariant under Möbius transformations.

ii. If a cycle has two, one or none common point(s) with the real axis and is fixed by a Möbius transformation, then the map is generated by a matrix which is conjugated to an element of subgroup $A$, $N$ or $K$. **HINT:** Use the Exercise I.3.4.(a)ii.

If all the above details are taken into consideration the proof of Theorem I.1.2 may not appear as simple as we may initially thought. However, it still highlights important connections between the invariance of cycles and the structure of the group $\text{SL}_2(\mathbb{R})$. Furthermore, we fully describe how cycles are transformed by Möbius transformations in Theorem I.4.13.

### I.4.2. Projective Spaces of Cycles

Figure I.1.3 suggests that we may obtain a unified treatment of cycles in all EPH cases by consideration of higher-dimension spaces. The standard mathematical method is to declare objects under investigation to be simply points of some larger space.

**Example I.4.8.** In functional analysis, sequences or functions are considered as points (vectors) of certain linear spaces. Linear operations (addition and multiplication by a scalar) on vectors (that is, functions) are defined point-wise.

If an object is considered as a point (in a new space) all information about its inner structure is lost, of course. Therefore, this space should be equipped with an appropriate structure to hold information externally which previously described the inner properties of our objects. In other words, the inner structure of an object is now revealed through its relations to its peers\(^1\).

**Example I.4.9.** Take the linear space of continuous real-valued functions on the interval $[0, 1]$ and introduce the **inner product** of two functions by the formula:

\[
\langle f, g \rangle = \int_0^1 f(t) g(t) \, dt.
\]

It allows us to define the **norm** of a function and the **orthogonality** of two functions. These are the building blocks of **Hilbert space** theory, which recovers much of Euclidean geometry in terms of the spaces of functions.

In the geometry, the similar ideas are known as representational geometry, see \[77, 79\] and references there for a discussion. We will utilise the this fundamental approach for cycles. A generic cycle from Definition I.4.1 is the set of points $(u, v) \in A$ defined for the respective values of $\sigma$ by the equation

\[
(I.4.3) \quad k(u^2 - \sigma v^2) - 2lu - 2nv + m = 0.
\]

\(^1\)The same is true for human beings.
This equation (and the corresponding cycle) is completely determined by a point \((k, l, n, m)\) \(\in \mathbb{R}^4\). However, this is not a one-to-one correspondence. For a scaling factor \(\lambda \neq 0\), the point \((\lambda k, \lambda l, \lambda n, \lambda m)\) defines an equivalent equation to (I.4.3). Thus, we prefer to consider the projective space \(\mathbb{P}^3\), that is, \(\mathbb{R}^4\) factorised by the equivalence relation
\[(k, l, n, m) \sim (\lambda k, \lambda l, \lambda n, \lambda m)\]
for any real \(\lambda \neq 0\). A good introductory read on projective spaces is [237, Ch. 10], see also Ch. 13 in [249]. The chapter in the later book is titled “Projective Geometry Is All Geometry”, which is a quote from Arthur Cayley and our consideration below is a further illustration to this claim.

**Definition I.4.10.** We call \(\mathbb{P}^3\) the cycle space and refer to the initial \(\mathbb{A}\) as the point space. The correspondence which associates a point of the cycle space to a cycle equation (I.4.3) is called map \(Q\).

We also note that the Equation (I.4.2) of a cycle can be written as a quadratic form (I.4.4)
\[Kw_1 \bar{w}_1 - Lw_1 \bar{w}_2 + \bar{L}w_1 w_2 + Mw_2 \bar{w}_2 = 0\]
in the homogeneous coordinates \((w_1, w_2)\), such that \(w = \frac{w_1}{w_2}\). Since quadratic forms are related to square matrices, see Section I.4.4, we define another map on the cycle space as follows.

**Definition I.4.11.** We arrange numbers \((k, l, n, m)\) into the cycle matrix (I.4.5)
\[C^s_{\bar{\sigma}} = \begin{pmatrix} l + i s n & -m \\ k & -l + i s n \end{pmatrix},\]
with a new hypercomplex unit \(i\) and an additional real parameter \(s\), which is usually equal to \(\pm 1\). If we omit it in the cycle notation \(C_{\bar{\sigma}}\), then the value \(s = 1\) is assumed.

The values of \(\bar{\sigma} := i^2\) are \(-1, 0\) or \(1\), independent of the value of \(\sigma\). The parameter \(s = \pm 1\) often (but not always) is equal to \(\sigma\). Matrices which differ by a real non-zero factor are considered to be equivalent.

We denote by \(M\) such a map from \(\mathbb{P}^3\) to the projective space of \(2 \times 2\) matrices.

The matrix (I.4.5) is the cornerstone of the (extended) Fillmore–Springer–Cnops construction (FSCc) [48,78] and is closely related to the technique recently used by A.A. Kirillov to study the Apollonian gasket [127]. A hint for the composition of this matrix is provided by the following exercise.

**Exercise I.4.12.** Let the space \(\mathbb{A}^2\) be equipped with a product of symplectic type
\[[w, w'] = \bar{w}_1 w'_2 - \bar{w}_2 w'_1,\]
where \(w^{(\ell)} = (w_1^{(\ell)}, w_2^{(\ell)}) \in \mathbb{A}^2\). Letting \(C = \begin{pmatrix} L & -M \\ K & L \end{pmatrix}\), check that the equation of the cycle (I.4.4) is given by the expression \([w, Cw] = 0\).

Identifications of both \(Q\) and \(M\) are straightforward. Indeed, a point \((k, l, n, m) \in \mathbb{P}^3\) equally well represents (as soon as \(\sigma, \bar{\sigma}\) and \(s\) are already fixed) both the Equation (I.4.3) and the line of matrix (I.4.5). Thus, for fixed \(\sigma, \bar{\sigma}\) and \(s\), one can introduce the correspondence between quadrics and matrices shown by the horizontal arrow on
the following diagram:

\[ \begin{array}{ccc}
\mathbb{P}^3 & \xrightarrow{Q} & M \\
\quad & Q \circ M & \quad \rightarrow \quad M_2(\mathbb{A}) \quad \downarrow \\
\text{Quadrics on } \mathbb{A} & \leftarrow & \end{array} \]

which combines Q and M.

I.4.3. Covariance of FScC

At first glance, the horizontal arrow in (I.4.6) seems to be of little practical interest since it depends on too many different parameters ($\sigma$, $\bar{\sigma}$ and $s$). However, the following result demonstrates that it is compatible with simple calculations of cycles’ images under the Möbius transformations.

**Theorem I.4.13.** The image $\tilde{C}_s^\theta$ of a cycle $C_s^\theta$ under transformation (I.3.24) in $\mathbb{A}$ with $g \in \text{SL}_2(\mathbb{R})$ is given by similarity of the matrix (I.4.5):

\[ \tilde{C}_s^\theta = g C_s^\theta g^{-1}. \]

In other word, FScC (I.4.5) intertwines Möbius action (I.3.24) on cycles with linear map (I.4.7). Explicitly, it means:

\[ \begin{pmatrix} l + isn & -m \\ k & -l + isn \end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} l + isn & -m \\ k & -l + isn \end{pmatrix} \begin{pmatrix} d & -b \\ -c & a \end{pmatrix}. \]

**Proof.** There are several ways to prove (I.4.7), but for now we present a brute-force calculation, which can fortunately be performed by a CAS [154]. See Appendix C for information on how to install (Section C.2) and start (Section C.3) the software, which will be sufficient for this proof. Further use of the software would be helped by learning which methods are available from the library (Section C.4) and which pre-defined objects exist upon initialisation (Section C.5). Assuming the above basics are known we proceed as follows.

First, we build a cycle passing a given point $P=[u, v]$. For this, a generic cycle $C$ with parameters $(k, l, n, m)$ is bounded by the corresponding condition:

\[ \text{In [2]: } C2=C.\text{subject_to}(C.\text{passing}(P)) \]

Then, we build the conjugated cycle with a generic $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{R})$ and a hypercomplex unit $e$ and parameter $s=\pm 1$:

\[ \text{In [3]: } C3=C2.\text{sl2_similarity}(a, b, c, d, e, \text{matrix([[1,0],[0,s]])}) \]

We also find the image of $P$ under the Möbius transformation with the same element of $g \in \text{SL}_2(\mathbb{R})$ but a different hypercomplex unit $e$:

\[ \text{In [4]: } P1=\text{clifford_moebius_map}(\text{sl2_clifford}(a, b, c, d, e), P, e) \]

Finally, we check that the conjugated cycle $C3$ passes the Möbius transform $P1$. A simplification based on the determinant value 1 and $s=\pm 1$ will be helpful:
Thus, we have confirmation that the theorem is true in the stated generality. One may wish that every mathematical calculation can be done as simply.

**Remark I.4.14.** There is a bit of cheating in the above proof. In fact, the library does not use the hypercomplex form (I.4.5) of FSCc matrices. Instead, it operates with non-commuting Clifford algebras, which makes it usable at any dimension—see Section B.5 and [150, 154].

The above proof cannot satisfy everyone’s aesthetic feeling. For this reason, an alternative route based on orthogonality of cycles [48] will be given later—see Exercise I.6.7.

It is worth noticing that the image $\tilde{C}_s^\sigma$ under similarity (I.4.7) is independent of the values of $s$ and $\hat{\sigma}$. This, in particular, follows from the following exercise.

**Exercise I.4.15.** Check that the image $(\tilde{k}, \tilde{l}, \tilde{n}, \tilde{m})$ of the cycle $(k, l, n, m)$ under similarity with $g = \left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \in \text{SL}_2(\mathbb{R})$ is

$$(\tilde{k}, \tilde{l}, \tilde{n}, \tilde{m}) = (kd^2 + 2lcd + mc^2, kbd + l(bc + ad) + mac, n, kb^2 + 2lab + ma^2).$$

This can also be presented through matrix multiplication:

$$\left(\begin{array}{c} \tilde{k} \\ \tilde{l} \\ \tilde{n} \\ \tilde{m} \end{array}\right) = \left(\begin{array}{cccc} d^2 & 2cd & 0 & c^2 \\ bd & bc + ad & 0 & ac \\ 0 & 0 & 1 & 0 \\ b^2 & 2ab & 0 & a^2 \end{array}\right) \left(\begin{array}{c} k \\ l \\ n \\ m \end{array}\right).$$

Now we have an efficient tool for investigating the properties of some notable cycles, which have appeared before.

**Exercise I.4.16.** Use the similarity formula (I.4.7) for the following:

i. Show that the real axis $v = 0$ is represented by the line passing through $(0, 0, 1, 0)$ and a matrix $\left(\begin{array}{cc} s & 0 \\ 0 & s \end{array}\right)$. For any $\left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \in \text{SL}_2(\mathbb{R})$, we have

$$\left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \left(\begin{array}{cc} s & 0 \\ 0 & s \end{array}\right) \left(\begin{array}{cc} d & -b \\ -c & a \end{array}\right) = \left(\begin{array}{cc} s & 0 \\ 0 & s \end{array}\right),$$

i.e. the real line is $\text{SL}_2(\mathbb{R})$-invariant.

ii. Write matrices which describe cycles represented by $A$, $N$ and $K$-orbits shown in Figs. I.1.1 and I.1.2. Verify that matrices representing these cycles are invariant under the similarity with elements of the respective subgroups $A$, $N$ and $K$.

iii. Show that cycles $(1, 0, n, \sigma)$, which are orbits of isotropy groups as described in Exercise I.3.21.ii, are invariant under the respective matrix similarity for the respective values of $\sigma = t^2$ and any real $n$. 
iv. Find the cycles which are transverse to orbits of the isotropy subgroups, i.e. are obtained from the vertical axis by the corresponding actions.

These easy examples also show that the software is working as expected.

I.4.4. Origins of FSCc

The Fillmore–Springer–Cnops construction, in its generalised form, will play a central rôle in our subsequent investigation. Thus, it is worth looking at its roots and its origins before we begin using it. So far, it has appeared from the thin air, but can we intentionally invent it? Are there further useful generalisations of FSCc? All these are important questions and we will make an attempt to approach them here.

As is implied by its name, FSCc was developed in stages. Moreover, it appeared independently in a different form in the recent work of Kirillov [127]. This indicates the naturalness and objectivity of the construction. We are interested, for now, in the flow of ideas rather than exact history or proper credits. For the latter, the reader may consult the original works [47; 48; 78; 127; 235, Ch. 18] as well as references therein. Here, we treat the simplest two-dimensional case. In higher dimensions, non-commutative Clifford algebras are helpful with some specific adjustments.

I.4.4.1. Projective Coordinates and Polynomials. An important old observation is that Möbius maps appear from linear transformations of homogeneous (projective) coordinates, see [217, Ch. 1] for this in a context of invariant theory. This leads to the FSCc in several steps:

i. Take a real projective space $\mathbb{P}^1$ as a quotient of $\mathbb{R}^2$ by the equivalence relation $(x, y) \sim (tx, ty)$ for $t \neq 0$. Then, any line with $y \neq 0$ can be represented by $(x/y, 1)$. Thus, the invertible linear transformation

(I.4.9) \[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} ax + by \\ cx + dy \end{pmatrix}, \quad g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{R}), \quad \begin{pmatrix} x \\ y \end{pmatrix} \in \mathbb{R}^2
\]

will become the Möbius transformation (I.3.4) on the representatives \( \begin{pmatrix} u \\ 1 \end{pmatrix} \).

Similarly, we can consider Möbius actions on complex numbers $w = u + iv$.

ii. The next observation [47] is that, if we replace the vector \( \begin{pmatrix} w \\ 1 \end{pmatrix} \), $w \in \mathbb{C}$ by a $2 \times 2$ matrix \( \begin{pmatrix} w & w \\ 1 & 1 \end{pmatrix} \), then the matrix multiplication with $g \in SL_2(\mathbb{R})$ will transform it as two separate copies of the vector in (I.4.9). The “twisted square” of this matrix is

(I.4.10) \[
Z = \begin{pmatrix} w & -\bar{w}w \\ 1 & -\bar{w} \end{pmatrix} = \frac{1}{2} \begin{pmatrix} w & w \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 1 & -\bar{w} \\ 1 & -\bar{w} \end{pmatrix}.
\]

Then, the linear action (I.4.9) on vectors is equivalent to the similarity $gZg^{-1}$ for the respective matrix $Z$ from (I.4.10).

iii. Finally, one can link matrices $Z$ in (I.4.10) with zero-radius circles, see Exercise I.5.17.i, which are also in one-to-one correspondences with their centres. Then, the above similarity $Z \mapsto gZg^{-1}$ can be generalised to the action (I.4.7).
Another route was used in a later book of Cnops [48]: a predefined geometry of spheres, specifically their orthogonality, was encoded in the respective matrices of the type (I.4.5). Similar connections between geometry of cycles and matrices lead Kirillov, see [127, § 6.3] and the end of this section. He arrived at an identification of disks with Hermitian matrices (which is similar to FSCc) through the geometry of Minkowski space-time and the intertwining property of the actions of $\text{SL}_2(\mathbb{C})$.

There is one more derivation of FSCc based on projective coordinates. We can observe that the homogeneous form (I.4.4) of cycle’s equation (I.4.2) can be written using matrices as follows:

\begin{equation}
K w_1 \bar{w}_1 - L w_1 \bar{w}_2 + \bar{L} w_1 w_2 + M w_2 \bar{w}_2 = (-\bar{w}_2 \ w_1) \begin{pmatrix} L & -M \\ K & \bar{L} \end{pmatrix} \begin{pmatrix} w_1 \\ w_2 \end{pmatrix} = 0.
\end{equation}

Then, the linear action (I.4.9) on vectors $\begin{pmatrix} w_1 \\ w_2 \end{pmatrix}$ corresponds to conjugated action on $2 \times 2$ matrices $\begin{pmatrix} L & -M \\ K & \bar{L} \end{pmatrix}$ by the intertwining identity:

\begin{equation}
(-\bar{w}_2' \ w_1') \begin{pmatrix} L & -M \\ K & \bar{L} \end{pmatrix} \begin{pmatrix} w_1' \\ w_2' \end{pmatrix} = (-\bar{w}_2 \ w_1) \begin{pmatrix} L' & -M' \\ K' & \bar{L}' \end{pmatrix} \begin{pmatrix} w_1 \\ w_2 \end{pmatrix},
\end{equation}

where the respective actions of $\text{SL}_2(\mathbb{R})$ on vectors and matrices are

$\begin{pmatrix} w_1' \\ w_2' \end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} w_1 \\ w_2 \end{pmatrix}$, and $\begin{pmatrix} L' & -M' \\ K' & \bar{L}' \end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}^{-1} \begin{pmatrix} L & -M \\ K & \bar{L} \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix}$.

In other words, we obtained the usual FSCc with the intertwining property of the type (I.4.7). However, the generalised form FSCc does not result from this consideration yet.

Alternatively, we can represent the Equation (I.4.4) as:

$K w_1 \bar{w}_1 - L w_1 \bar{w}_2 + \bar{L} w_1 w_2 + M w_2 \bar{w}_2 = (\bar{w}_1 \ w_2) \begin{pmatrix} K & \bar{L} \\ -L & \bar{M} \end{pmatrix} \begin{pmatrix} w_1 \\ w_2 \end{pmatrix} = 0.$

Then, the intertwining relation similar to (I.4.12) holds if matrix similarity is replaced by the matrix congruence:

$\begin{pmatrix} K' & \bar{L}' \\ -L' & M' \end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}^T \begin{pmatrix} K & \bar{L} \\ -L & \bar{M} \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix}$.

This identity provides a background to the Kirillov correspondence between circles and matrices, see [127, § 6.3] and [245, § 9.2]. Clearly, it is essentially equivalent to FSCc and either of them may be depending on a convenience. It does not hint at the generalised form of FSCc either.

We will mainly work with the FSCc, occasionally stating equivalent forms of our results for the Kirillov correspondence.

**I.4.4.2. Co-Adjoint Representation.** In the above construction, the identity (I.4.11) requires the same imaginary unit to be used in the quadratic form (the left-hand side) and the FSCc matrix (the right-hand side). How can we arrive at the generalised FSCc directly without an intermediate step of the standard FSCc with the same type of EPH
geometry used in the point cycle spaces? We will consider a route originating from the representation theory.

Any group \( G \) acts on itself by the conjugation \( g : x \mapsto gxg^{-1} \), see I.2.18.i. This map obviously fixes the group identity \( e \). For a Lie group \( G \), the tangent space at \( e \) can be identified with its Lie algebra \( g \), see Subsection I.2.3.1. Then, the derived map for the conjugation at \( e \) will be a linear map \( g \to g \). This is an adjoint representation of a Lie group \( G \) on its Lie algebra. This is the departure point for Kirillov’s orbit method, which is closely connected to induced representations, see \([123, 125]\).

**Example I.4.17.** In the case of \( G = \text{SL}_2(\mathbb{R}) \), the group operation is the multiplication of \( 2 \times 2 \) matrices. The Lie algebra \( g \) can be identified with the set of traceless matrices, which we can write in the form \( \begin{pmatrix} l & -m \\ k & -l \end{pmatrix} \) for \( k, l, m \in \mathbb{R} \). Then, the coadjoint action of \( \text{SL}_2(\mathbb{R}) \) on \( \text{sl}_2 \) is:

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} : \begin{pmatrix} l & -m \\ k & -l \end{pmatrix} \mapsto \begin{pmatrix} a & b \\ c & d \end{pmatrix}^{-1} \begin{pmatrix} l & -m \\ k & -l \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
\]

We can also note that the above transformation fixes matrices \( \begin{pmatrix} n & 0 \\ 0 & n \end{pmatrix} \) which are scalar multiples of the identity matrix. Thus, we can consider the conjugated action (I.4.13) of \( \text{SL}_2(\mathbb{R}) \) on the pairs of matrices, or intervals in the matrix space of the type

\[
\left\{ \begin{pmatrix} l & -m \\ k & -l \end{pmatrix}, \begin{pmatrix} n & 0 \\ 0 & n \end{pmatrix} \right\}, \text{ or, using hypercomplex numbers, } \begin{pmatrix} l + \imath n & -m \\ k & -l + \imath n \end{pmatrix}.
\]

In other words, we obtained the generalised FSCc, cf. (I.4.5), and the respective action of \( \text{SL}_2(\mathbb{R}) \). However, a connection of the above pairs of matrices with the cycles on a plane does not follow from the above consideration and requires some further insights.

**Remark I.4.18.** Note that scalar multiplies of the identity matrix, which are invariant under similarity, correspond in FSCc to the real line, which is also Möbius invariant.

### I.4.5. Projective Cross-Ratio

An important invariant of Möbius transformations in complex numbers is the **cross-ratio** of four distinct points, see \([16, \S\ 13.4]\):

\[
[z_1, z_2, z_3, z_4] = \frac{(z_1 - z_3)(z_2 - z_4)}{(z_1 - z_2)(z_3 - z_4)}.
\]

Zero divisors make it difficult to handle a similar fraction in dual and double numbers. Projective coordinates are again helpful in this situation—see \([36]\). Define the **symplectic form**, cf. \([7, \S\ 41]\), of two vectors by

\[
\omega(z, z') = xy' - x'y, \quad \text{where } z = (x, y), \ z' = (x', y') \in \mathbb{A}^2.
\]

The one-dimensional projective space \( \mathbb{P}^1(\mathbb{A}) \) is the quotient of \( \mathbb{A}^2 \) with respect to the equivalence relation: \( z \sim z' \) if their symplectic form vanishes. We also say \([36]\) that two
points in $\mathbb{P}^1(\mathbb{A})$ are essentially distinct if there exist their representatives $z, z' \in \mathbb{A}^2$ such that $\omega(z, z')$ is not a zero divisor.

**Definition I.4.19.** [36] The projective cross-ratio of four essentially distinct points $z_i \in \mathbb{P}^1(\mathbb{A})$ represented by $(x_i, y_i) \in \mathbb{A}^2$, $i = 1, \ldots, 4$, respectively, is defined by:

\[
(I.4.16) \quad [z_1, z_2, z_3, z_4] = \left( \frac{x_1 y_3 - x_3 y_1}{x_1 y_2 - x_2 y_1} \right) \left( \frac{x_2 y_4 - x_4 y_2}{x_3 y_4 - x_4 y_3} \right) \in \mathbb{P}^1(\mathbb{A}).
\]

**Exercise I.4.20.** Check that:

i. Let the map $S : \mathbb{A} \to \mathbb{P}^1(\mathbb{A})$ be defined by $z \mapsto (z, 1)$. Then, it intertwines the Möbius transformations on $\mathbb{A}$ with linear maps (I.4.9).

ii. The map $S$ intertwines cross-ratios in the following sense:

\[
(I.4.17) \quad S([z_1, z_2, z_3, z_4]) = [S(z_1), S(z_2), S(z_3), S(z_4)],
\]

where $z_i \in \mathbb{C}$, and the left-hand side contains the classic cross-ratio (I.4.14) while the right-hand side the projective (I.4.16).

iii. The symplectic form (IV.2.3) on $\mathbb{A}^2$ is invariant if vectors are multiplied by a $2 \times 2$ real matrix with the unit determinant.

iv. The projective cross-ratio (I.4.16) is invariant if points in $\mathbb{A}^2$ are multiplied by a matrix from $SL_2(\mathbb{R})$. Then, the classic cross-ratio (I.4.14) is invariant under the Möbius transformations, cf. (I.4.17).

**Exercise I.4.21.** [36] Check further properties of the projective cross-ratio.

i. Find transformations of $[z_1, z_2, z_3, z_4]$ under all permutations of points.

ii. Demonstrate the cancellation formula for cross-ratios:

\[
(I.4.18) \quad [z_1, z_2, z_3, z_4][z_1, z_3, z_5, z_4] = [z_1, z_2, z_5, z_4],
\]

where, in the left-hand side, values in $\mathbb{A}^2$ are multiplied component-wise. Such a multiplication is commutative but not associative on $\mathbb{P}^1(\mathbb{A})$.

We say that a collection of points of $\mathbb{P}^1(\mathbb{A})$ is concyclic if all their representatives in $\mathbb{A}^2$ satisfy to Equation (I.4.11) for some FSCc matrix $\begin{pmatrix} L & -M \\ K & L \end{pmatrix}$.

**Exercise I.4.22.** [36] Show that:

i. Any collection of points in $\mathbb{A}$ belonging to some cycle is mapped by $S$ from Exercise I.4.20.i to concyclic points in $\mathbb{P}^1(\mathbb{A})$.

ii. For any three essentially distinct points $z_1, z_2$ and $z_3 \in \mathbb{P}^1(\mathbb{A})$ there is a fixed $2 \times 2$ matrix $A$ such that $[z_1, z_2, z, z_3] = Az$ for any $z \in \mathbb{P}^1(\mathbb{A})$. Moreover, the matrix $A$ has a determinant which is not a zero divisor.

iii. Any four essentially distinct points in $\mathbb{P}^1(\mathbb{A})$ are concyclic if and only if their projective cross-ratio is $S(r)$ for some real number $r$. **Hint:** Let $[z_1, z_2, z, z_3]$ correspond through $S$ to a real number. We know that $[z_1, z_2, z, z_3] = Az$ for an invertible $A$, then $\bar{A}z = Az$ or $\bar{z} = \bar{A}^{-1}Az$. Multiply both sides of the last identity by row vector $(-\bar{y}, \bar{x})$, where $z = \begin{pmatrix} x \\ y \end{pmatrix}$. The final step is to verify that $\bar{A}^{-1}A$ has the FSCc structure, cf. [36, § 4].

We have seen another way to obtain FSCc—from the projective cross-ratio.
In the previous chapter, we represented cycles by points of the projective space \( \mathbb{P}^3 \) or by lines of \( 2 \times 2 \) matrices. The latter is justified so far only by the similarity formula (I.4.7). Now, we will investigate connections between cycles and vector space structure. Thereafter we will use the special form of FSCc matrices to introduce very important additional structure in the cycle space. The structure is an indefinite inner product, which is particularly helpful to describe tangency of cycles, see [79; 127, Ch. 4] and Sec. I.5.5.

I.5.1. Cycles: an Appearance and the Essence

Our extension (I.4.5) of FSCc adds two new elements in comparison with the standard one [48]:

- The hypercomplex unit \( \tilde{\iota} \), which is independent from \( \iota \).
- The additional sign-type parameter \( s \).

Such a possibility of an extension exists because elements of \( \text{SL}_2(\mathbb{R}) \) are matrices with real entries. For generic Möbius transformations with hypercomplex-valued matrices considered in [48], it is impossible.

Indeed, the similarity formula (I.4.8) does not contain any squares of hypercomplex units, so their type is irrelevant for this purpose. At the moment, the hypercomplex unit \( \tilde{\iota} \) serves only as a placeholder which keeps components \( l \) and \( n \) separated. However, the rôle of \( \tilde{\iota} \) will be greatly extended thereafter. On the other hand, the hypercomplex unit \( \iota \) defines the appearance of cycles on the plane, that is, any element \((k, l, n, m)\) in the cycle space \( \mathbb{P}^3 \) admits its drawing as circles, parabolas or hyperbolas in the point space \( \mathbb{A} \). We may think on points of \( \mathbb{P}^3 \) as ideal cycles while their depictions on \( \mathbb{A} \) are only their shadows on the wall of Plato’s cave. More prosaically, we can consider cones and their (conic) sections as in Fig. I.1.3.

Of course, some elliptic shadows may be imaginary, see Exercise I.4.5, but, in most cases, we are able to correctly guess a cycle from its \( \sigma \)-drawing.

**Exercise I.5.1.** Describe all pairs of different cycles \( C_\sigma \) and \( \tilde{C}_\sigma \) such that their \( \sigma \)-drawing for some \( \sigma \) are exactly the same sets. **Hint:** Note that the vertical axis is the p-drawing of two different cycles \((1, 0, 0, 0)\) and \((0, 1, 0, 0)\) and make a proper generalisation of this observation.

Figure I.1.5(a) shows the same cycles drawn in different EPH styles. Points \( c_\sigma = (\frac{1}{k}, -\sigma \frac{n}{k}) \) are their respective e/p/h-centres from Definition I.4.3. They are related to
each other through several identities:

\[
(I.5.1) \quad c_e = \bar{c}_h, \quad c_p = \frac{1}{2}(c_e + c_h).
\]

From analytic geometry, we know that a parabola with the equation \( ku^2 - 2lu - 2nv + m = 0 \) has a \textit{focal length}, the distance from its focus to the vertex, equal to \( \frac{n}{2k} \). As we can see, it is half of the second coordinate in the e-centre. Figure I.1.5(b) presents two cycles drawn as parabolas. They have the same focal length \( \frac{n}{2k} \) and, thus, their e-centres are on the same level. In other words, \textit{concentric} parabolas are obtained by a vertical shift, not by scaling, as an analogy with circles or hyperbolas may suggest.

We already extended the definition of centres from circles and hyperbolas to parabolas. It is time for a courtesy payback: parabolas share with other types of cycles their focal attributes.

**Definition I.5.2.** A \( \hat{\sigma} \)-\textit{focus}, where \( \hat{\sigma} \) is a variable of EPH type, of a cycle \( C = (k, l, n, m) \) is the point in \( \mathbb{A} \)

\[
(I.5.2) \quad f_{\hat{\sigma}} = \left( \frac{1}{k}, \frac{\det C_{\hat{\sigma}}}{2nk} \right) \quad \text{or, explicitly,} \quad f_{\hat{\sigma}} = \left( \frac{1}{k}, \frac{mk - l^2 + \hat{\sigma}n^2}{2nk} \right).
\]

We also use names \textit{e-focus}, \textit{p-focus}, \textit{h-focus} and \( \hat{\sigma} \)-\textit{focus}, in line with previous conventions.

The \textit{focal length} of the cycle \( C \) is \( \frac{n}{2k} \).

Note that values of all centres, foci and the focal length are independent of a choice of a quadruple of real numbers \( (k, l, n, m) \) which represents a point in the projective space \( \mathbb{P}^3 \).

Figure I.1.5(b) presents \( e/p/h \)-foci of two parabolas with the same focal length. If a cycle is depicted as a parabola, then the h-focus, p-focus and e-focus are, correspondingly, the geometrical \textit{focus} of the parabola, the \textit{vertex} of the parabola, and the point on the \textit{directrix} of the parabola nearest to the vertex.

As we will see, cf. Propositions I.6.19 and I.6.40, all three centres and three foci are useful attributes of a cycle, even if it is drawn as a circle.

**Remark I.5.3.** Such a variety of choices is a consequence of the usage of \( \text{SL}_2(\mathbb{R}) \)—a smaller group of symmetries in comparison to the all Möbius maps of \( \mathbb{A} \). The \( \text{SL}_2(\mathbb{R}) \) group fixes the real line and, consequently, a decomposition of vectors into “real” (1) and “imaginary” (\( i \)) parts is obvious. This permits us to assign an arbitrary value to the square of the hypercomplex unit \( i \).

The exceptional rôle of the real line can be viewed in many places. For example, geometric invariants defined below, e.g. orthogonalities in Sections I.6.1 and I.6.6, demonstrate “awareness” of the real-line invariance in one way or another. We will call this the \textit{boundary effect} in the upper half-plane geometry. The famous question about hearing a drum’s shape has a counterpart:

\textit{Can we see/feel the boundary from inside a domain?}


**Exercise I.5.4.** Check that different realisations of the same cycle have these properties in common:
• All implementations have the same vertical axis of symmetry.
• Intersections with the real axis (if they exist) coincide, see points \( r_0 \) and \( r_1 \) for the left triple of cycles in Fig. I.1.5(a). Moreover, all three EPH drawings of a cycle have common tangents at these intersection points.
• Centres of circle \( c_e \) and corresponding hyperbolas \( c_h \) are mirror reflections of each other in the real axis with the parabolic centre as the middle point.
• The \( \tilde{\sigma} \)-focus of the elliptic K-orbits, see Exercise I.3.14.(e), is the reflection in the real axis of the midpoint between the \( \tilde{\sigma} \)-centre of this orbit and the inverse of its \( h \)-centre.

Exercise I.3.14 gives another example of similarities between different implementations of the same cycles defined by the Equation (I.3.26).

I.5.2. Cycles as Vectors

Elements of the projective space \( \mathbb{P}^3 \) are lines in the linear space \( \mathbb{R}^4 \). Would it be possible to pick a single point on each line as its “label”? We may wish to do this for the following reasons:

i. To avoid ambiguity in representation of the same cycle by different quadruples \( (k, l, n, m) \) and \( (k', l', n', m') \).

ii. To have explicit connections with relevant objects (see below).

However, the general scheme of projective spaces does not permit such a unique representation serving the whole space. Otherwise the cumbersome construction with lines in vector spaces would not be needed. Nevertheless, there are several partial possibilities which have certain advantages and disadvantages. We will consider two such opportunities, calling them normalisation of a cycle.

The first is very obvious: we try to make the coefficient \( k \) in front of the squared terms in cycle equation (I.4.1) equal to 1. The second normalises the value of the determinant of the cycle’s matrix. More formally:

**Definition I.5.5.** A FSCc matrix representing a cycle is said to be \( k \)-normalised if its \( (2,1) \)-element is 1 and it is \( \tilde{\sigma} \)-normalised if its \( \tilde{\sigma} \)-determinant is equal to \( \pm 1 \).

We will discuss cycles which do not admit either normalisation at the end of Sec. I.8.1.

**Exercise I.5.6.** Check that:

i. Element \( (1, 1) \) of the \( k \)-normalised \( \mathbb{C}_{\tilde{\sigma}}^1 \) matrix is the \( \tilde{\sigma} \)-centre of the cycle.

ii. Any cycle \( (k, l, n, m) \) with \( k \neq 0 \) has an equivalent \( k \)-normalised cycle. Cycles which do not admit \( k \)-normalisation correspond to single straight lines in any point space.

iii. \( \tilde{\sigma} \)-normalisation is preserved by matrix similarity with \( SL_2(\mathbb{R}) \) elements, as in Theorem I.4.13, while \( k \)-normalisation is not.

iv. Any cycle with a non-zero \( \tilde{\sigma} \)-determinant admits \( \det_{\tilde{\sigma}} \)-normalisation. Cycles which cannot be \( \det_{\tilde{\sigma}} \)-normalised will be studied in Section I.5.4. What are cycles which cannot be \( \det_{\tilde{\sigma}} \)-normalised for any value of \( \tilde{\sigma} \)?
Thus, each normalisation may be preferred in particular circumstances. The det-normalisation was used, for example, in [127] to obtain a satisfactory condition for tangent cycles, cf. Exercise I.5.26.ii. On the other hand, we will see in Section I.7.1 that $\det C_{\circ}^s$ of a $k$-normalised cycle is equal to the square of the cycle radius.

**Remark I.5.7.** It is straightforward to check that there is one more cycle normalisation which is invariant under similarity (I.4.7). It is given by the condition $n = 1$. However, we will not use it at all in this work.

**Figure I.5.1.** Linear spans of cycle pairs in EPH cases. The initial pairs of cycles are drawn in bold (green and blue). The cycles which are between the generators are drawn in the transitional green-blue colours. The red components are used for the outer cycles. The left column shows the appearance of the pencil if the generators intersect and the right if they are disjoint.
A cycle’s normalisation is connected with scaling of vectors. Now we turn to the second linear operation: addition. Any two different lines define a unique two-dimensional plane passing through them. Vectors from the plane are linear combinations of two vectors spanning each line. If we consider circles corresponding to elements of the linear span, we will obtain a pencil of circles, see [26, § 10.10; 54, § 2.3]. As usual, there is no need to be restricted to circles only:

**Definition I.5.8.** A pencil of cycles is the linear span (in the sense of $\mathbb{R}^4$) of two cycles.

Figure I.5.1 shows the appearance of such pencils as circles, parabolas and hyperbolas. The elliptic case is very well known in classical literature, see [54, Figs. 2.2(A,B,C); 2.3A], for example. The appearance of pencils is visually different for two cases: spanning cycles are either intersecting or disjoint. These two possibilities are represented by the left and right columns in Fig. I.5.1. We shall return to these situations in Corollary I.5.27.

**Exercise I.5.9.** Investigate the following:

i. What happens with an elliptic pencil if one of spanning circles is imaginary? Or if both spanning circles are imaginary?

ii. How does a pencil look if one spanning cycle is a straight line? If both cycles are straight lines?

iii. A pair of circles is symmetric about the line joining their centres. Thus, circular pencils look similar regardless of the direction of this line of centres. Our hyperbolas and parabolas have a special orientation: their axes of symmetry are vertical. Thus, a horizontal or vertical line joining the centres of two hyperbolas/parabolas make a special arrangement, and it was used for Fig. I.5.1. How do hyperbolic pencils look if the line of centres is not horizontal?

**Exercise I.5.10.** Show the following:

i. The image of a pencil of cycles under a Möbius transformation is again a pencil of cycles.

ii. A pencil spanned by two concentric cycles consists of concentric cycles.

iii. All cycles in a pencil are coaxial, see Exercise I.3.19.iii for the definition. The joint radical axis, see Exercise I.3.19.ii, is the only straight line in the pencil. This is also visible from Fig. I.5.1.

iv. Let two pencils of cycles have no cycle in common. Then, any cycle from $\mathbb{P}^3$ belongs to a new pencil spanned by two cycles from two given pencils.

This section demonstrated that there are numerous connections between the linear structure of the cycle space $\mathbb{P}^3$ and the geometrical property of cycles in the point space $A$.

### I.5.3. Invariant Cycle Product

We are looking for a possibility to enrich the geometry of the cycle space through the FSCc matrices. Many important relations between cycles are based on the following Möbius invariant cycle product.
DEFINITION I.5.11. The cycle $\bar{\sigma}$-product of two cycles is given by

(I.5.3) \[
\langle C^s_{\bar{\sigma}}, \tilde{C}^s_{\bar{\sigma}} \rangle = -\text{tr}(C^s_{\bar{\sigma}} \tilde{C}^s_{\bar{\sigma}}),
\]
that is, the negative trace of the matrix product of $C^s_{\bar{\sigma}}$ and hypercomplex conjugation of $\tilde{C}^s_{\bar{\sigma}}$.

As we already mentioned, an inner product of type (I.5.3) is used, for example, in the Gelfand–Naimark–Segal construction to make a Hilbert space out of $C^*$-algebra. This may be more than a simple coincidence since FSCc matrices can be considered as linear operators on a two-dimensional vector space. However, a significant difference with the Hilbert space inner product is that the cycle product is indefinite, see Exercise I.5.12.iv for details. Thus, cycles form a Pontrjagin or Krein space \[91\] rather than Euclidean or Hilbert. A geometrical interpretation of the cycle product will be given in Exercise I.7.6.iii.

EXERCISE I.5.12. Check that:

i. The value of cycle product (I.5.3) will remain the same if both matrices are replaced by their images under similarity (I.4.7) with the same element $g \in \text{SL}_2(\mathbb{R})$.

ii. The $\bar{\sigma}$-cycle product (I.5.3) of cycles defined by quadruples $(k, l, n, m)$ and $(\tilde{k}, \tilde{l}, \tilde{n}, \tilde{m})$ is given by

(I.5.4a) \[-2\tilde{l}l + 2\bar{\sigma}s^2\tilde{n}n + \tilde{k}m + \tilde{m}k.
\]

More specifically, and also taking into account the value $s = \pm 1$, it is

(I.5.4e) \[-2\tilde{n}n - 2\tilde{l}l + \tilde{k}m + \tilde{m}k,
\]

(I.5.4p) \[-2\tilde{l}l + \tilde{k}m + \tilde{m}k,
\]

(I.5.4h) \[2\tilde{n}n - 2\tilde{l}l + \tilde{k}m + \tilde{m}k
\]
in the elliptic, parabolic and hyperbolic cases, respectively.

iii. Let $C^s_{\bar{\sigma}}$ and $\tilde{C}^s_{\bar{\sigma}}$ be two cycles defined by e-centres $(u, v)$ and $(\tilde{u}, \tilde{v})$ with $\sigma$-determinants $-r^2$ and $-\tilde{r}^2$, respectively. Then, their $\bar{\sigma}$-cycle product explicitly is

(I.5.5) \[\langle C^s_{\bar{\sigma}}, \tilde{C}^s_{\bar{\sigma}} \rangle = (u - \tilde{u})^2 - \sigma(v - \tilde{v})^2 - 2(\sigma - \bar{\sigma})v\tilde{v} - r^2 - \tilde{r}^2.
\]

iv. The cycle product is a symmetric bilinear function of two cycles. It is indefinite in the sense that there are two cycles $C^s_{\bar{\sigma}}$ and $\tilde{C}^s_{\bar{\sigma}}$ such that

\[\langle C^s_{\bar{\sigma}}, C^s_{\bar{\sigma}} \rangle > 0 \quad \text{and} \quad \langle \tilde{C}^s_{\bar{\sigma}}, \tilde{C}^s_{\bar{\sigma}} \rangle < 0.
\]

HINT: It is easy to show symmetry of the cycle product from the explicit value (I.5.4a). This is not so obvious from the initial definition (I.5.3) due to the presence of hypercomplex conjugation.$\diamond$

v. Check, that the change of variables $(k, l, n, m) \mapsto (t, l, n, s)$, where $k = t + s$ and $m = t - s$, transforms the elliptic inner product (I.5.4e) to the metric of the Minkowski space [127, § 4.1]:

\[-2\tilde{n}n - 2\tilde{l}l + \tilde{k}m + \tilde{m}k \mapsto -2\tilde{n}n - 2\tilde{l}l - 2\tilde{s}s + 2\tilde{t}t.
\]
A simple, but interesting, observation is that, for FSCc matrices representing cycles, we obtain the second classical invariant (determinant) under similarities (I.4.7) from the first (trace) as follows:

\[(I.5.6) \quad \langle C_\sigma^s, C_\sigma^s \rangle = -\text{tr}(C_\sigma^s C_\sigma^s) = 2 \det C_\sigma^s = 2(-l^2 + s^2n^2 + mk).\]

Therefore it is not surprising that the determinant of a cycle enters Definition I.5.2 of the foci and the following definition:

**Definition I.5.13.** We say that a $C_\sigma^s$ is $\sigma$-zero-radius, $\sigma$-positive or $\sigma$-negative cycle if the value of the cycle product of $C_\sigma^s$ with itself (I.5.6) (and thus its determinant) is zero, positive or negative, respectively.

These classes of cycles fit naturally to the Erlangen programme.

**Exercise I.5.14.** Show that the zero-radius, positive and negative cycles form three non-empty disjoint Möbius-invariant families. **Hint:** For non-emptiness, see Exercise I.5.12.iv or use the explicit formula (I.5.6).\[
\]

The following relations are useful for a description of these three classes of cycles.

**Exercise I.5.15.** Check that:

i. For any cycle $C_\sigma^s$ there is the following relation between its determinants evaluated with elliptic, parabolic and hyperbolic unit $i$:

\[\det C_e^s \leq \det C_p^s \leq \det C_h^s.\]

ii. The negative of the parabolic determinant, $-\det C_p^s$, of a cycle $(k, l, n, m)$ coincides with the discriminant of the quadratic equation

\[(I.5.7) \quad ku^2 - 2lu + m = 0,\]

which defines intersection of the cycle with the real line (in any EPH presentation).

We already illustrated zero-radius cycles in Fig. I.1.6. This will be compared with positive and negative cycles for various values of $\sigma$ in Fig. I.5.2. The positive or negative aspect of cycles has a clear geometric manifestation for some combinations of $\sigma$ and $\tilde{\sigma}$.

**Exercise I.5.16.** Verify the following statements:

(e) Circles corresponding to $e$-positive cycles are imaginary. All regular circles are $e$-negative.

(p) Parabolas drawn from $p$- and $e$-negative cycles have two points of intersection with the real axis, and those drawn from $p$- and $h$-positive cycles do not intersect the real axis.

(h) Hyperbolas representing $h$-negative cycles have “vertical” branches and those representing $h$-positive cycles have “horizontal” ones. **Hint:** Write the condition for a hyperbola defined by the Equation (I.4.1) to intersect the vertical line passing its centres.\[
\]

Of course, manifestations of the indefinite nature of the cycle product (I.5.3) are not limited to the above examples and we will meet more of them on several other occasions.
I.5. INDEFINITE PRODUCT SPACE OF CYCLES

Figure I.5.2. Positive and negative cycles. Evaluation of determinants with elliptic value $\bar{\sigma} = -1$ shown by dotted drawing, with the hyperbolic $\bar{\sigma} = 1$ by dashed and with intermediate parabolic $\bar{\sigma} = 0$ by dash-dotted. Blue cycles are positive for respective $\bar{\sigma}$ and green cycles are negative. Cycles positive for one value of $\bar{\sigma}$ can be negative for another. Compare this figure with zero-radius cycles in Fig. I.1.6.

I.5.4. Zero-radius Cycles

Due to the projective nature of the cycle space $\mathbb{P}^3$, the absolute values of the cycle product (I.5.3) on non-normalised matrices are irrelevant, unless it is zero. There are many reasons to take a closer look at cycles with a zero-value product—zero-radius cycles, for example:

- They form a Möbius-invariant family.
- They are on the boundary between positive and negative cycles.
- They do not admit $\det$-normalisation.

To highlight that a certain cycle is $\bar{\sigma}$-zero-radius we will denote it by $Z_{\bar{\sigma}}^s$. A justification of the chosen name for such cycles is given in Exercise I.5.16.(e)—further connections will be provided in Section I.7.1.

As often happens in our study, we again have nine different possibilities—for cycles drawn in three EPH types in the point space (parametrised by $\sigma$) there are three independent conditions $\det C_{\bar{\sigma}}^s = 0$ in the cycle space (parametrised by $\bar{\sigma}$). This is illustrated in Fig. I.1.6.

Exercise I.5.17. Show that:

i. Any $\bar{\sigma}$-zero-radius cycle admitting $k$-normalisation can be represented by the matrix

$$Z_{\bar{\sigma}}^s = \begin{pmatrix} z & -\bar{z} \bar{z} \\ 1 & -\bar{z} \end{pmatrix} = \frac{1}{2} \begin{pmatrix} z & z \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 1 & -\bar{z} \\ 1 & -\bar{z} \end{pmatrix} = \begin{pmatrix} u_0 + iv_0 & u_0^2 - \bar{\sigma}v_0^2 \\ 1 & -u_0 + iv_0 \end{pmatrix},$$

for some $z = u_0 + iv_0$ being its centre and $s = \pm 1$. Compare with (I.4.10).

ii. Describe all $\bar{\sigma}$-zero-radius cycles which cannot be $k$-normalised.

iii. The $\bar{\sigma}$-focus of the $\bar{\sigma}$-zero-radius cycle belongs to the real axis—see Fig. I.1.6.
iv. Let \( Z^s_\sigma \) and \( \tilde{Z}^s_\sigma \) be two k-normalised \( \sigma \)-zero-radius cycles of the form (I.5.8) with e-centres \((u_0, v_0)\) and \((u_1, v_1)\). Then

\[
\langle Z^s_\sigma, \tilde{Z}^s_\sigma \rangle = (u_0 - u_1)^2 - \sigma (v_0 - v_1)^2.
\]

As follows from (I.5.8), the class of \( \sigma \)-zero-radius cycles is parametrised by two real numbers \((u, v)\) only and, as such, is easily attached to the respective point of \( z = u + iv \in \mathbb{A} \), at least in the elliptic and hyperbolic point spaces. In \( \mathbb{D} \), a connection between a \( \sigma \)-zero-radius cycle and its centre is obscure.

**Exercise I.5.18.** Prove the following observations from Fig. I.1.6:

i. The cycle \( Z^s_\sigma \) (I.5.8) with \( \det Z^s_\sigma = 0 \), \( \sigma = -1 \) drawn elliptically is just a single point \((u_0, v_0)\), i.e. an (elliptic) zero-radius circle.

ii. The same condition \( \det Z^s_\sigma = 0 \) with \( \sigma = 1 \) in the hyperbolic drawing produces a light cone originating at point \((u_0, v_0)\)

\[
(u - u_0)^2 - (v - v_0)^2 = 0,
\]

i.e. a zero-radius cycle in hyperbolic metric, see Section I.7.1.

iii. p-zero-radius cycles in any implementation touch the real axis, see Fig. I.1.6. This property defines a horocycle in Lobachevsky geometry [53, § 16.6]. HINT: Note, that the parabolic determinant of a cycle \((k, l, n, m)\) coincides with the discriminant of the quadratic equation \( ku^2 - 2lu + m = 0 \). See also Exercise I.5.26.iv.

iv. An h-zero-radius cycle in \( \mathbb{A} \) with the e-center \((a, b)\) intersects the real axis at points \((a \pm b, 0)\) with slopes \( \pm 1 \), see Fig. I.1.6. Furthermore, the h-centre of this cycle coincides with its e-focus. HINT: For slopes, use implicit derivation. Also, for a parabola, it follows from the Exercise I.5.17.iii and the classical reflection property of parabolas, cf. App. B.2.

v. The e-centre of the transformation \( gZ^s_\sigma g^{-1} \), \( g \in \text{SL}_2(\mathbb{R}) \) of the \( \sigma \)-zero-radius cycle (I.5.8) coincides with the Möbius action \( g \cdot z \) in \( \mathbb{R}^\sigma \), where \( z \) is the e-centre of \( Z^s_\sigma \). HINT: The result can be obtained along the lines from Subsection I.4.4.1.

**Remark I.5.19.** The above “touching” property (I.5.18.iii) and intersection behaviour (I.5.18.iv) are manifestations of the already-mentioned boundary effect in the upper half-plane geometry, see Remark I.5.3.

The previous exercise shows that \( \sigma \)-zero-radius cycles “encode” points into the “cycle language”. The following reformulation of Exercise I.5.18.v stresses that this encoding is Möbius-invariant as well.

**Lemma I.5.20.** The conjugate \( g^{-1}Z^s_\sigma(y)g \) of a \( \sigma \)-zero-radius cycle \( Z^s_\sigma(y) \) with \( g \in \text{SL}_2(\mathbb{R}) \) is a \( \sigma \)-zero-radius cycle \( Z^s_\sigma(g \cdot y) \) with centre at \( g \cdot y \)—the Möbius transform of the centre of \( Z^s_\sigma(y) \).

Furthermore, we can extend the relation between a zero-radius cycle \( Z_\sigma \) and points through the following connection of \( Z_\sigma \) with the power of its centre.

**Exercise I.5.21.** Let \( Z_\sigma \) be the zero-radius cycle (I.5.8) defined by \( z = u - i\sigma v \), that is, with the \( \sigma \)-centre at the point \((u, v)\). Show that, in the elliptic and hyperbolic (but not parabolic) cases, a power of a point, see Definition I.3.18, \((u, v) \in \mathbb{A} \) with respect to a cycle \( C_\sigma \), is equal to the cycle product \( \langle Z_\sigma, C_\sigma \rangle \), where both cycles are k-normalised.
It is noteworthy that the notion of a point’s power is not Möbius-invariant even despite its definition through the invariant cycle product. This is due to the presence of non-invariant k-normalisation. This suggests extending the notion of the power from a point (that is, a zero-radius cycle) to arbitrary cycles:

**Definition I.5.22.** A $(\sigma, \tilde{\sigma})$-power of a cycle $C$ with respect to another cycle $\tilde{C}$ is equal to $\langle C_\sigma, \tilde{C}_\sigma \rangle$, where both matrices are norm-normalised by the conditions $\langle C_\sigma, C_\sigma \rangle = \pm 1$ and $\langle \tilde{C}_\sigma, \tilde{C}_\sigma \rangle = \pm 1$.

Alternatively, $(\sigma, \tilde{\sigma})$-power is equal to $\frac{1}{2} \langle C_\sigma, \tilde{C}_\sigma \rangle$ (one half their cycle product), if both matrices are det$_\sigma$-normalised. Since both elements of this definition—the cycle product and normalisation—are Möbius-invariant, the resulting value is preserved by Möbius transformations as well. Of course, the (e,e)-variant of this notion is well known in the classical theory.

**Exercise I.5.23.**

i. Show that the (e,e)-power of a circle $C$ with respect to another circle $\tilde{C}$ has an absolute value equal to the inversive distance between $C$ and $\tilde{C}$, see [15, Defn. 3.2.2; 17, § 4; 54, § 5.8 and Thm. 5.91]:

\[
\text{d}(C, \tilde{C}) = \left| \frac{|c_1 - c_2|^2 - r_1^2 - r_2^2}{2r_1r_2} \right|.
\]

Here, $c_{1,2}$ and $r_{1,2}$ are the e-centres and radii of the circles. For other two cases, Exercise I.7.8.

ii. Check for $\sigma = \pm 1$, that the $(\sigma, \sigma)$-power of two intersecting $\sigma$-cycles is the $\sigma$-cosine (I.3.36) of the angle between the tangents to cycles at an intersecting point.

iii. For $\sigma = \pm 1$, let $C$ and $\tilde{C}$ be two given $\sigma$-cycles and $\alpha$ and $\beta$ be two acute angles. Consider the collection $T$ of all $\sigma$-cycles, such that the the intersection angle with $C$ is $\alpha$ and the intersection angle with $\tilde{C}$ is $\beta$. Then, any $\sigma$-cycle from the pencil spanned by $C$ and $\tilde{C}$ has the same intersection angle with $\sigma$-cycles from $T$ (see also Exercise I.5.29 and Fig. I.5.3).

As another illustration of the technique based on zero-radius cycles, we return to orbits of isotropy subgroups, cf. Exercise I.3.21.ii.

**Exercise I.5.24.** Fulfil the following steps:

i. Write the coefficients of the $\sigma$-zero-radius cycle $Z_\sigma(\iota)$ in $\mathbb{A}$ with e-centre at the hypercomplex unit $\iota = (0, 1)$.

ii. According to Exercise I.5.18.v, $Z_\sigma(\iota)$ is invariant under the similarity $Z_\sigma(\iota) \mapsto hZ_\sigma(\iota)h^{-1}$ with $h$ in the respective isotropy subgroups $K$, $N'$ and $A'$ of $\iota$. Check this directly.

iii. Write the coefficients of a generic cycle in the pencil spanned by $Z_\sigma(\iota)$ and the real line. Note that the real line is also invariant under the action of the isotropy subgroups (as any other Möbius transformations) and conclude that
any cycle from the pencil will also be invariant under the action of the iso-
tropy subgroups. In other words, those cycles are orbits of the isotropy sub-
groups. Check that you obtained their equation (I.3.33).

We halt our study of zero-radius cycles on their own, but they will appear re-
peatedly in the following text in relation to other objects.

I.5.5. Cauchy–Schwarz Inequality and Tangent Cycles

We already noted that the invariant cycle product is a special (and remarkable!)
example of an indefinite product in a vector space. Continuing this comparison, it will
be interesting to look for a role of a Cauchy–Schwarz–type inequality

\[
\langle x, y \rangle \langle y, x \rangle \leq \langle x, x \rangle \langle y, y \rangle,
\]

which is a cornerstone of the theory of inner product spaces, cf. [128, § 5.1].

First of all, the classical form (I.5.11) of this inequality failed in any indefinite
product space. This can be seen from examples or an observation that all classical
proofs start from the assumption that \( \langle x + ty, x + ty \rangle \geq 0 \) in an inner product space.

In an indefinite product space, there are always pairs of vectors which realise any of
three possible relations:

\[
\langle x, y \rangle \langle y, x \rangle \not\leq \langle x, x \rangle \langle y, y \rangle.
\]

Some regularity appears from the fact that the type of inequality is inherited by linear
spans.

**Exercise I.5.25.** Let two vectors \( x \) and \( y \) in an indefinite product space satisfy
either of the inequalities:

\[
\langle x, y \rangle \langle y, x \rangle < \langle x, x \rangle \langle y, y \rangle \quad \text{or} \quad \langle x, y \rangle \langle y, x \rangle > \langle x, x \rangle \langle y, y \rangle.
\]

Then, any two non-collinear vectors \( z \) and \( w \) from the real linear span of \( x \) and \( y \) satisfy
the corresponding inequality:

\[
\langle z, w \rangle \langle w, z \rangle < \langle z, z \rangle \langle w, w \rangle \quad \text{or} \quad \langle z, w \rangle \langle w, z \rangle > \langle z, z \rangle \langle w, w \rangle.
\]

The equality \( \langle x, y \rangle \langle y, x \rangle = \langle x, x \rangle \langle y, y \rangle \) always implies \( \langle z, w \rangle \langle w, z \rangle = \langle z, z \rangle \langle w, w \rangle \).

The above Cauchy–Schwarz relations have a clear geometric meaning.

**Exercise I.5.26.** Check the following:

i. Let \( C_{\sigma} \) and \( \tilde{C}_{\sigma} \) be two cycles defined by e-centres \((u, v)\) and \((\tilde{u}, \tilde{v})\) with \( \sigma \)-
determinants \(-\tau^2\) and \(-\tilde{\tau}^2\). The relations

\[
\left( \langle C_{\sigma}^s, \tilde{C}_{\sigma}^s \rangle \right)^2 \geq \langle C_{\sigma}^s, C_{\sigma}^s \rangle \left\langle \tilde{C}_{\sigma}^s, \tilde{C}_{\sigma}^s \right\rangle
\]

guarantee that \( \sigma \)-implementations of \( C_{\sigma} \) and \( \tilde{C}_{\sigma} \) for \( \sigma = \pm 1 \) are intersecting,
tangent or disjoint, respectively. What happens for the parabolic value \( \sigma = 0 \)?

**Hint:** Determine the sign of the expression \( \langle C_{\sigma}^s, \tilde{C}_{\sigma}^s \rangle - \sqrt{\langle C_{\sigma}^s, C_{\sigma}^s \rangle \langle \tilde{C}_{\sigma}^s, \tilde{C}_{\sigma}^s \rangle} \) using
the formula (I.5.5). For the parabolic case, Exercise I.7.2.p will be useful.
ii. Let two cycles $C_\sigma$ and $\tilde{C}_\sigma$ be in $\det_\sigma$-normalised form. Deduce from the previous item the following Descartes–Kirillov condition \cite[Lem. 4.1]{127} for $C_\sigma$ and $\tilde{C}_\sigma$ to be externally $\sigma$-tangent (that is externally tangent in $\sigma$-implementation):

\begin{equation}
\langle C_\sigma + \tilde{C}_\sigma, C_\sigma + \tilde{C}_\sigma \rangle = 0 \quad \text{and} \quad \langle C_\sigma, \tilde{C}_\sigma \rangle > 0.
\end{equation}

Since the first identity is equivalent to $\det(C_\sigma + \tilde{C}_\sigma) = 0$, $C_\sigma + \tilde{C}_\sigma$ is a $\sigma$-zero-radius cycle. Show that the centre of $C_\sigma + \tilde{C}_\sigma$ is the tangent point of $C_\sigma$ and $\tilde{C}_\sigma$. HINT: The identity in (I.5.12) follows from the inequality there and the relation $|\langle C_\sigma, \tilde{C}_\sigma \rangle| = \sqrt{\langle C_\sigma, C_\sigma \rangle \langle \tilde{C}_\sigma, \tilde{C}_\sigma \rangle} = 1$ for tangent cycles from the first item. For the last statement, use Exercise I.5.21.

iii. How shall we modify Descartes–Kirillov condition (I.5.12) for two cycles internally $\sigma$-tangent?

iv. Show the following. If $\det_p C_\sigma = 0$ then $\det_\sigma (C_\sigma - R_\sigma) = 0$, where $C_\sigma$ is $\det_\sigma$-normalized and $R_\sigma$ is the $\det$-normalized cycle $(0, 0, 1, 0)$ representing the real line. Thus, $C_\sigma$ is $\sigma$-tangent to the real line, i.e. is $\sigma$-horocycle, cf. Exercise I.5.18.iii. How to interpret the external/internal touching in this case? HINT: The condition $\det_p C_\sigma = 0$ defines a cycle $C_\sigma = (1, u, v, u^2)$ with $\det_\sigma C_\sigma = -\sigma v^2$.

Exercises I.5.25 and I.5.26.i imply (see also Exercise I.6.10.iii):

**Corollary I.5.27.** For a given pencil of cycles, see Definition I.5.8, either all cycles are pair-wise disjoint, or every pair of cycles are tangent, or all of them pass the same pair of points.

Zero-radius cycles form a two-parameter family (in fact, a manifold) in the three-dimensional projective cycle space $\mathbb{P}^3$. It is not flat, as can be seen from its intersection with projective lines—cycle pencils. The Cauchy–Schwarz inequality turns out to be relevant here as well.

**Exercise I.5.28.** A pencil of cycles either contains at most two $\tilde{\sigma}$-zero-radius cycles or consists entirely of $\tilde{\sigma}$-zero-radius cycles. Moreover:

i. A pencil spanned by two different cycles cannot consist only of e-zero-radius cycles. Describe all pencils consisting only of p- and h-zero-radius cycles. HINT: Formula (I.5.9) will be useful for describing pencils consisting of (and thus spanned by) $\tilde{\sigma}$-zero-radius cycles. Orbits of subgroup $\mathbb{N}'$ shown on the central drawing of Fig. I.3.1 are an example of pencils of p-zero-radius cycles drawn as parabolas. You can experiment with $\sigma$-drawing of certain $\tilde{\sigma}$-zero-radius pencils.

ii. A pencil spanned by two different cycles $C_{\tilde{\sigma}}$ and $\tilde{C}_{\tilde{\sigma}}$, which does not consist only of $\tilde{\sigma}$-zero-radius cycles, has exactly two, one or zero $\tilde{\sigma}$-zero-radius cycles depending on which of three possible Cauchy–Schwarz-type relations holds:

\begin{equation}
\left\langle C_{\tilde{\sigma}}, \tilde{C}_{\tilde{\sigma}} \right\rangle^2 \leq \left\langle C_{\tilde{\sigma}}, C_{\tilde{\sigma}} \right\rangle \left\langle \tilde{C}_{\tilde{\sigma}}, \tilde{C}_{\tilde{\sigma}} \right\rangle.
\end{equation}

HINT: Write the expression for the cycle product of the span $tC_{\tilde{\sigma}} + \tilde{C}_{\tilde{\sigma}}$, $t \in \mathbb{R}$ with itself in terms of products $\left\langle C_{\tilde{\sigma}}, \tilde{C}_{\tilde{\sigma}} \right\rangle$, $\left\langle C_{\tilde{\sigma}}, C_{\tilde{\sigma}} \right\rangle$ and $\left\langle \tilde{C}_{\tilde{\sigma}}, \tilde{C}_{\tilde{\sigma}} \right\rangle$.\lo
Tangent circles may be treated as having zero intersection angle, thus we continue theme from Exercise I.5.23.iii.

**Exercise I.5.29.** For \( \sigma = \pm 1 \), let \( C \) and \( \tilde{C} \) be two given \( \sigma \)-cycles and \( \alpha \) and \( \beta \) be two acute angles. Consider the collection \( T \) of all \( \sigma \)-cycles, such that the the intersection angle with \( C \) is \( \alpha \) and the intersection angle with \( \tilde{C} \) is \( \beta \). Let

\[
\begin{align*}
a &= \cos_\sigma \alpha, & b &= \cos_\sigma \beta, & c &= \langle C, C \rangle, & d &= \langle \tilde{C}, \tilde{C} \rangle, & p &= \langle C, \tilde{C} \rangle.
\end{align*}
\]

Assume \((ab + p)^2 - (a^2 + c)(b^2 + d) \geq 0\), then, any \( \sigma \)-cycle from the family \( T \) is tangent to cycles \( C_{1,2} = x_{1,2}C + \tilde{C} \) from the pencil spanned by \( C \) and \( \tilde{C} \), where:

\[
(I.5.13) \quad x_{1,2} = \frac{-ab - p \pm \sqrt{(ab + p)^2 - (a^2 + c)(b^2 + d)}}{a^2 + c}.
\]

See Fig. I.5.3 for an illustration. **Hint:** Let \( C_t \in T \) and \( C_x = xC + \tilde{C} \) be a \( \sigma \)-cycle from the pencil spanned by \( C \) and \( \tilde{C} \). Then, the tangency condition \( \langle C_x, C_t \rangle^2 = \langle C_x, C_x \rangle \langle C_t, C_t \rangle \) and Exercise I.5.23.ii lead to a quadratic equation with roots \((I.5.13)\).\(\diamondsuit\)

The statement has counterparts in the parabolic case, see Exercise I.9.22.

**Remark I.5.30.** Note that the tangency condition \((I.5.12)\) is quadratic in parameters of a cycle \( C_\sigma \). However, \( n \) such conditions with a single unknown cycle \( C \) can be reduced to the single quadratic condition \( \langle C, C \rangle = 1 \) and \( n \) linear conditions like

\[
\langle C, \tilde{C}_{(i)} \rangle = \lambda_i.
\]

This observation was implemented in the C++ library figure [169]. A similar technique was also used in [79].
Figure I.5.3. Intersection and tangency: the family of blue and green \( \sigma \)-cycles \( (\sigma = \pm 1) \), which make the intersection angles with \( \sigma \)-cosines \( (\frac{1}{2})^{-\sigma} \) and \( (\frac{\sqrt{3}}{2})^{-\sigma} \) to two red \( \sigma \)-cycles \( a \) and \( b \). All green and blue cycles touch two black cycles \( a' \) and \( b' \), which belong to the pencil spanned by \( a \) and \( b \).
LECTURE I.6

Joint Invariants of Cycles: Orthogonality

The invariant cycle product, defined in the previous chapter, allows us to define joint invariants of two or more cycles. Being initially defined in an algebraic fashion, they also reveal their rich geometrical content. We will also see that FSCc matrices define reflections and inversions in cycles, which extend Möbius maps.

I.6.1. Orthogonality of Cycles

According to the categorical viewpoint, the internal properties of objects are of minor importance in comparison with their relations to other objects from the same class. Such a projection of internal properties into external relations was also discussed at the beginning of Section I.4.2. As a further illustration, we may give the proof of Theorem I.4.13, outlined below. Thus, we will now look for invariant relations between two or more cycles.

After we defined the invariant cycle product (I.5.3), the next standard move is to use the analogy with Euclidean and Hilbert spaces and give the following definition:

**Definition I.6.1.** Two cycles $C_s$ and $\tilde{C}_s$ are called $\sigma$-orthogonal if their $\sigma$-cycle product vanishes:

\[
\left\langle C_s, \tilde{C}_s \right\rangle = 0.
\]

Here are the most fundamental properties of cycle orthogonality:

**Exercise I.6.2.** Use Exercise I.5.12 to check the following:
i. The $\bar{\sigma}$-orthogonality condition (I.6.1) is invariant under Möbius transformations.

ii. The explicit expression for $\bar{\sigma}$-orthogonality of cycles in terms of their coefficients is

\[ 2\bar{\sigma}\bar{n}n - 2\bar{\sigma}\bar{l}l + \bar{\sigma}\bar{m}m + \bar{\sigma}\bar{m}k = 0. \]

(i.6.2)

iii. The $\bar{\sigma}$-orthogonality of cycles defined by their e-centres $(u, v)$ and $(\tilde{u}, \tilde{v})$ with $\sigma$-determinants $-r^2$ and $-\tilde{r}^2$, respectively, is:

\[ (u - \tilde{u})^2 - \sigma(v - \tilde{v})^2 - 2(\sigma - \bar{\sigma})v\tilde{v} - r^2 - \tilde{r}^2 = 0. \]

(i.6.3)

iv. Two circles are e-orthogonal if their tangents at an intersection point form a right angle. Hint: Use the previous formula (I.6.3), the inverse of Pythagoras’ theorem and Fig. I.6.1(a) for this.

The last item can be reformulated as follows: For circles, their e-orthogonality as vectors in the cycle spaces $\mathbb{P}^3$ with the cycle product (I.5.3) coincides with their orthogonality as geometrical sets in the point space $\mathbb{C}$. This is very strong support for FSCc and the cycle product (I.5.3) defined from it. Thereafter, it is tempting to find similar interpretations for other types of orthogonality. The next exercise performs the first step for the case of $\sigma$-orthogonality in the matching point space $\mathbb{A}$.

Exercise I.6.3. Check the following geometrical meaning for $\sigma$-orthogonality of $\sigma$-cycles.

(e,h): Let $\sigma = \pm 1$. Then, two cycles in $\mathbb{A}$ (that is, circles or hyperbolas) are $\sigma$-orthogonal if slopes $S_1$ and $S_2$ of their tangents at the intersection point satisfy the condition

\[ S_1S_2 = \sigma. \]

(I.6.4)

The geometrical meaning of this condition can be given either in terms of angles (A) or centres (C):

(A) For the case $\sigma = -1$ (circles), equation (I.6.4) implies orthogonality of the tangents, cf. Exercise I.6.2.iv. For $\sigma = 1$, two hyperbolas are h-orthogonal if lines with the slopes $\pm 1$ bisect the angle of intersection of the hyperbolas, see Fig. I.6.1(b). Hint: Define a cycle $C_\sigma$ by the condition that it passes a point $(u, v) \in \mathbb{A}$. Define a second cycle $\tilde{C}_\sigma$ by both conditions: it passes the same point $(u, v)$ and is orthogonal to $C_\sigma$. Then use the implicit derivative formula to find the slopes of tangents to $C_\sigma$ and $\tilde{C}_\sigma$ at $(u, v)$. A script calculating this in CAS is also provided.

(C) In the cases $\sigma = \pm 1$, the tangent to one cycle at the intersection point passes the centre of another cycle. Hint: This fact is clear for circles from inspection of, say, Fig. I.6.1(a). For hyperbolas, it is enough to observe that the slope of the tangent to a hyperbola $y = 1/x$ at a point $(x, 1/x)$ is $-1/x^2$ and the slope of the line from the centre $(0, 0)$ to the point $(x, 1/x)$ is $1/x^2$, so the angle between two lines is bisected by a vertical/horizontal line. All our hyperbolas are obtained from $y = 1/x$ by rotation of $\pm 45^\circ$ and scaling.
(p): Let $\sigma = 0$ and a parabola $C_p$ have two real roots $u_1$ and $u_2$. If a parabola $\tilde{C}_p$ is $p$-orthogonal to $C_p$, then the tangent to $\tilde{C}_p$ at a point above one of the roots $u_{1,2}$ passes the $p$-centre $(\frac{u_1+u_2}{2}, 0)$ of $C_p$.

**Remark I.6.4.** Note that the geometric $p$-orthogonality condition for parabolas is non-local in the sense that it does not direct behaviour of tangents at the intersection points. Moreover, orthogonal parabolas need not intersect at all. We shall see more examples of such non-locality later. The relation I.6.3(p) is also another example of boundary awareness, cf. Remark I.5.3—we are taking a tangent of one parabola above the point of intersection of the other parabola with the boundary of the upper half-plane.

The stated geometrical conditions for orthogonality of cycles are not only necessary but are sufficient as well.

**Exercise I.6.5.**

i. Prove the converses of the two statements in Exercise I.6.3.

**Hint:** To avoid irrationalities in the parabolic case and make the calculations accessible for CAS, you may proceed as follows. Define a generic parabola passing $(u, v)$ and use implicit derivation to find its tangent at this point. Define the second parabola passing $(u, 0)$ and its centre at the intersection of the tangent of the first parabola at $(u, v)$ and the horizontal axis. Then, check the $p$-orthogonality of the two parabolas.

ii. Let a parabola have two tangents touching it at $(u_1, v_1)$ and $(u_2, v_2)$ and these tangents intersect at a point $(u, v)$. Then, $u = \frac{u_1+u_2}{2}$. **Hint:** Use the geometric description of $p$-orthogonality and note that the two roots of a parabola are interchangeable in the necessary condition for $p$-orthogonality.

We found geometrically necessary and sufficient conditions for $\sigma$-orthogonality in the matching point space $\mathbb{A}$. The remaining six non-matching cases will be reduced to this in Section I.6.3 using an auxiliary ghost cycle. However, it will be useful to study some more properties of orthogonality.

**I.6.2. Orthogonality Miscellanea**

The explicit formulae (I.6.2) and (I.6.3) allow us to obtain several simple and yet useful conclusions.

**Exercise I.6.6.** Show that:

i. A cycle is $\bar{\sigma}$-self-orthogonal (isotropic) if and only if it is $\bar{\sigma}$-zero-radius cycle (I.5.8).

ii. For $\bar{\sigma} = \pm 1$, there is no non-trivial cycle orthogonal to all other non-trivial cycles. For $\bar{\sigma} = 0$, only the horizontal axis $v = 0$ is orthogonal to all other non-trivial cycles.

iii. If two real (e-negative) circles are e-orthogonal, then they intersect. Give an example of h-orthogonal hyperbolas which do not intersect in $\emptyset$. **Hint:** Use properties of the Cauchy–Schwarz inequality from Exercise I.5.26.i.

iv. A cycle $C^s_\sigma$ is $\sigma$-orthogonal to a zero-radius cycle $Z^s_\sigma$ (I.5.8) if and only if $\sigma$-implementation of $C^s_\sigma$ passes through the $\sigma$-centre of $Z^s_\sigma$, or, analytically,

\[(I.6.5) \quad k(u^2 - \sigma v^2) - 2 \langle (l, n), (u, \bar{\sigma}v) \rangle + m = 0.\]
v. For $\sigma = \pm 1$, any cycle is uniquely defined by the family of cycles orthogonal to it, i.e. $(C_{\sigma}^{s})^{\perp} = \{C_{\sigma}^{s}\}$.

For $\sigma = 0$, the set $(C_{\sigma}^{s})^{\perp}$ is the pencil spanned by $C_{\sigma}^{s}$ and the real line. In particular, if $C_{\sigma}^{s}$ has real roots, then all cycles in $(C_{\sigma}^{s})^{\perp}$ have these roots.

vi. Two $\sigma$-zero-radius cycles are $\bar{\sigma}$-orthogonal if:

(e) for $\bar{\sigma} = -1$ and $\sigma = \pm 1$, cycles’ $\sigma$-centres coincide.

(p) for $\bar{\sigma} = 0$ and $\sigma = \pm 1$, cycles’ $\sigma$-centres belong to the same vertical line.

(h) for $\bar{\sigma} = 1$ and $\sigma = \pm 1$, each cycle’s $\sigma$-centre belongs to the light cone defined by the other cycle.

(Note, that in the Benz axiomatisation [253, § 1] these relations between cycles’ centres are called parallelism.)

HINT: Use the explicit expression for the cycle product (I.5.9).

The connection between orthogonality and incidence from Exercise I.6.6.iv allows us to combine the techniques of zero-radius cycles and orthogonality in an efficient tool.

EXERCISE I.6.7. Fill all gaps in the following proof:

SKETCH OF AN ALTERNATIVE PROOF OF THEOREM I.4.13. We already mentioned in Subsection I.4.4.1 that the validity of Theorem I.4.13 for a zero-radius cycle (I.5.8)

$$Z_{\sigma}^{s} = \left( \begin{array}{cc} z & -\bar{z}z \\ 1 & -\bar{z} \end{array} \right) = \frac{1}{2} \left( \begin{array}{cc} z & z \\ 1 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & -\bar{z} \\ 1 & -\bar{z} \end{array} \right)$$

with the centre $z = x + iy$ is a straightforward calculation—see also Exercise I.5.18.v. This implies the result for a generic cycle with the help of

• Möbius invariance of the product (I.5.3) (and thus orthogonality) and

• the above relation I.6.6.iv between the orthogonality and the incidence.

The idea of such a proof is borrowed from [48] and details can be found therein.

The above demonstration suggests a generic technique for extrapolation of results from zero-radius cycles to the entire cycle space. We will formulate it with the help of a map $Q$ from the cycle space to conics in the point space from Definition I.4.10.

PROPOSITION I.6.8. Let $T : \mathbb{P}^{3} \to \mathbb{P}^{3}$ be an orthogonality-preserving map of the cycle space, i.e. $\langle C_{\bar{\sigma}}^{s}, \tilde{C}_{\bar{\sigma}}^{s} \rangle = 0 \iff \langle TC_{\bar{\sigma}}^{s}, T\tilde{C}_{\bar{\sigma}}^{s} \rangle = 0$. Then, for $\sigma \neq 0$, there is a map $T_{\sigma} : \mathbb{A} \to \mathbb{A}$, such that $Q$ intertwines $T$ and $T_{\sigma}$:

(I.6.6) 

$$QT_{\sigma} = TQ.$$

PROOF. If $T$ preserves orthogonality (i.e. the cycle product (I.5.3) and, consequently, the determinant, see (I.5.6)) then the image $TZ_{\sigma}^{s}(u, v)$ of a zero-radius cycle $Z_{\sigma}^{s}(u, v)$ is again a zero-radius cycle $Z_{\sigma}^{s}(u_1, v_1)$. Thus we can define $T_{\sigma}$ by the identity $T_{\sigma} : (u, v) \mapsto (u_1, v_1)$.

To prove the intertwining property (I.6.6) we need to show that, if a cycle $C_{\sigma}^{s}$ passes through $(u, v)$, then the image $TC_{\sigma}^{s}$ passes through $T_{\sigma}(u, v)$. However, for $\sigma \neq 0$, this is a consequence of the $T$-invariance of orthogonality and the expression of the point-to-cycle incidence through orthogonality from Exercise I.6.6.iv.
Exercise I.6.9. Let $T_i : \mathbb{P}^3 \to \mathbb{P}^3$, $i = 1, 2$ be two orthogonality-preserving maps of the cycle space. Show that, if they coincide on the subspace of $\sigma$-zero-radius cycles, $\sigma \neq 0$, then they are identical in the whole $\mathbb{P}^3$.

We defined orthogonality from an inner product, which is linear in each component. Thus, orthogonality also respects linearity.

Exercise I.6.10. Check the following relations between orthogonality and pencils:

i. Let a cycle $C_\sigma$ be $\sigma$-orthogonal to two different cycles $\tilde{C}_\sigma$ and $\hat{C}_\sigma$. Then $C_\sigma$ is $\sigma$-orthogonal to every cycle in the pencil spanned by $\tilde{C}_\sigma$ and $\hat{C}_\sigma$.

ii. Check that all cycles $\sigma$-orthogonal with $\sigma = \pm 1$ to two different cycles $\tilde{C}_\sigma$ and $\hat{C}_\sigma$ belong to a single pencil. Describe such a family for $\sigma = 0$. HINT: For the case $\sigma = 0$, the family is spanned by an additional cycle, which was mentioned in Exercise I.6.6.ii.

iii. If two circles are non-intersecting, then the orthogonal pencil passes through two points, which are the only two e-zero-radius cycles in the pencil, see the first row of Fig. I.6.2. And vice versa: a pencil orthogonal to two intersecting circles consists of disjoint circles. Tangent circles have the orthogonal pencils of circles which are all tangent at the same point, cf. Corollary I.5.27.

iv. The above relations do hold for parabolas and hyperbolas only for tangent pencils (the middle column of Fig. I.6.2). What are correct statements in other cases?

Exercise I.6.10.ii describes two orthogonal pencils such that each cycle in one pencil is orthogonal to every cycle in the second. In terms of indefinite linear algebra, see [91, § 2.2], we are speaking about the orthogonal complement of a two-dimensional subspace in a four-dimensional space and it turns out to be two-dimensional as well. For circles, this construction is well known, see [26, § 10.10; 54, § 5.7]. An illustration for three cases is provided by Fig. I.6.2. The reader may wish to experiment more with orthogonal complements to various parabolic and hyperbolic pencils—see Fig. I.5.1 and Exercise I.5.9.

Such orthogonal pencils naturally appear in many circumstances and we already met them on several occasions. We know from Exercise I.3.19.iii and I.3.19.iv that $K$-orbits and transverse lines make coaxial pencils which turn to be in a relation:

Exercise I.6.11. Check that:

i. Any $K$-orbit (I.3.26) in $A$ is $\sigma$-orthogonal to any transverse line (I.3.28). Figure I.1.2 provides an illustration. HINT: There are several ways to check this. A direct calculation based on the explicit expressions for cycles is not difficult. Alternatively, we can observe that the pencil of transverse lines is generated by $K$-action from the vertical axis and orthogonality is Möbius-invariant.

ii. Any orbit (I.3.33) is $\sigma$-orthogonal to any transverse line (I.3.34) for the same subgroup $K$, $N'$ or $A'$, that is for the same value $\tau$. Figure I.3.2 provides an illustration.

We may describe a finer structure of the cycle space through Möbius-invariant subclasses of cycles. Three such families—zero-radius, positive and negative cycles—were
already considered in Sections I.5.3 and I.5.4. They were defined using the properties of the cycle product with itself. Another important class of cycles is given by the value of its cycle product with the real line.

**Definition I.6.12.** A cycle $C_\sigma$ is called selfadjoint if it is $\bar{\sigma}$-orthogonal with $\bar{\sigma} \neq 0$ to the real line, i.e. it is defined by the condition $\langle C_\sigma, R_\sigma \rangle = 0$, where $R_\sigma = (0, 0, 1, 0)$ corresponds to the horizontal axis $v = 0$.

The following algebraic properties of selfadjoint cycles easily follow from the definition.

**Exercise I.6.13.** Show that:

i. Selfadjoint cycles make a Möbius-invariant family.

ii. A selfadjoint cycle $C_\sigma$ is defined explicitly by $n = 0$ in (I.4.1) for both values $\bar{\sigma} = \pm 1$.
iii. Any of the following conditions are necessary and sufficient for a cycle to be selfadjoint:
   - All three centres of the cycle coincide.
   - At least two centres of the cycle belong to the real line.

From these analytic conditions, we can derive a geometric characterisation of selfadjoint cycles.

EXERCISE I.6.14. Show that selfadjoint cycles have the following implementations in the point space $\mathbb{A}$:

(e,h): Circles or hyperbolas with their geometric centres on the real line.

(p): Vertical lines, consisting of points $(u, v)$ such that $|u - u_0| = r$ for some $u_0 \in \mathbb{R}, r \in \mathbb{R}_+$. The cycles are also given by the $||x - y|| = r^2$ in the parabolic metric defined below in (I.7.3).

Notably, selfadjoint cycles in the parabolic point space were labelled as “parabolic circles” by Yaglom—see [273, §7]. On the other hand, Yaglom used the term “parabolic cycle” for our p-cycle with non-zero $k$ and $n$.

EXERCISE I.6.15. Show that:

i. Any cycle $C_{s\sigma} = (k, l, n, m)$ belongs to a pencil spanned by a selfadjoint cycle $HC_{s\sigma}$ and the real line

\begin{equation}
C_{s\sigma} = HC_{s\sigma} + nR_{s\sigma}, \quad \text{where} \quad HC_{s\sigma} = (k, l, 0, m).
\end{equation}

This identity is a definition of linear orthogonal projection $H$ from the cycle space to its subspace of selfadjoint cycles. When does $HC_{s\sigma}$ is a real cycle?

ii. The decomposition of a cycle into the linear combination of a selfadjoint cycle and the real line is Möbius-invariant:

\[ g \cdot C_{s\sigma} = g \cdot HC_{s\sigma} + nR_{s\sigma}. \]

HINT: The first two items are small pieces of linear algebra in an indefinite product space, see [91, §2.2].

iii. Cycles $C_{s\sigma}$ and $HC_{s\sigma}$ have the same real roots.

We are now equipped to consider the geometrical meaning of all nine types of cycle orthogonality.

I.6.3. Ghost Cycles and Orthogonality

For the case of $\bar{\sigma}\sigma = 1$, i.e. when geometries of the cycle and point spaces are both either elliptic or hyperbolic, $\bar{\sigma}$-orthogonality can be expressed locally through tangents to cycles at the intersection points—see Exercise I.6.3(A). A semi-local condition also exists: the tangent to one cycle at the intersection point passes the centre of the second cycle—see Exercise I.6.3(C). We may note that, in the pure parabolic case $\sigma = \bar{\sigma} = 0$, the geometric orthogonality condition from Exercise I.6.3(p) can be restated with help from Exercise I.6.15.i as follows:
Corollary I.6.16. Two p-cycles $C_p$ and $\tilde{C}_p$ are p-orthogonal if the tangent to $C_p$ at its intersection point with the projection $\text{HC}_p$ (I.6.7) of $\tilde{C}_p$ to selfadjoint cycles passes the p-centre of $\tilde{C}_p$.

Hint: In order to reformulate Exercise I.6.3(p) to the present form, it is enough to use Exercises I.6.14(p) and I.6.15.iii.

The three cases with matching geometries in point and cycle spaces are now quite well unified. Would it be possible to extend such a geometric interpretation of orthogonality to the remaining six ($= 9 - 3$) cases?

Elliptic realisations (in the point space) of Definition I.6.1, i.e. $\sigma = -1$, were shown in Fig. I.1.7 and form the first row in Fig. I.6.3. The left picture in this row corresponds to the elliptic cycle space, e.g. $\bar{\sigma} = -1$. The orthogonality between the red circle and any circle from the blue or green families is given in the usual Euclidean sense described in Exercise I.6.3(e,h). In other words, we can decide on the orthogonality of circles by observing the angles between their tangents at the arbitrary small neighbourhood of the intersection point. Therefore, all circles from either the green or blue families, which are orthogonal to the red circle, have common tangents at points $a$ and $b$ respectively.

The central (parabolic in the cycle space) and the right (hyperbolic) pictures show the the non-local nature of orthogonality if $\sigma \neq \bar{\sigma}$. The blue family has the intersection point $b$ with the red circle, and tangents to blue circles at $b$ are different. However, we may observe that all of them pass the second point $d$. This property will be used in Section I.6.5 to define the inversion in a cycle. A further investigation of Fig. I.6.3 reveals that circles from the green family have a common tangent at point $a$, however this point does not belong to the red circle. Moreover, in line with the geometric interpretation from Exercise I.6.3(C), the common tangent to the green family at $a$ passes the p-centre (on the central parabolic drawing) or h-centre (on the right hyperbolic drawing).

There are analogous pictures in parabolic and hyperbolic point spaces as well and they are presented in the second and third rows of Fig. I.6.3. The behaviour of green and blue families of cycles at point $a$, $b$ and $d$ is similar up to the obvious modification: the EPH case of the point space coincides with EPH case of the cycle spaces in the central drawing of the second row and the right drawing of the third row.

Therefore, we will clarify the nature of orthogonality if the locus of such points $a$ with tangents passing the other cycle’s $\bar{\sigma}$-centre are described. We are going to demonstrate that this locus is a cycle, which we shall call a “ghost”. The ghost cycle is shown by the dashed lines in Fig. I.6.3. To give an analytic description, we need the Heaviside function $\chi(\sigma)$:

\[
\chi(t) = \begin{cases} 
1, & t \geq 0; \\
-1, & t < 0.
\end{cases}
\]

More specifically, we note the relations $\chi(\sigma) = \sigma$ if $\sigma = \pm 1$ and $\chi(\sigma) = 1$ if $\sigma = 0$. Thus, the Heaviside function will be used to avoid the degeneracy of the parabolic case.

Definition I.6.17. For a cycle $C_{\bar{\sigma}}$ in the $\sigma$-implementation, we define the associated $(\bar{\sigma})$-ghost cycle $\tilde{C}_{\bar{\sigma}}$ by the following two conditions:
FIGURE I.6.3. Three types of orthogonality in the three types of the point space.

Each picture presents two groups (green and blue) of cycles which are orthogonal to the red cycle $C_{\sigma}$. Point $b$ belongs to $C_{\sigma}$ and the family of blue cycles passing through $b$ also intersects at the point $d$, which is the inverse of $b$ in $C_{\bar{\sigma}}$. Any orthogonality is reduced to the usual orthogonality with a new (“ghost”) cycle (shown by the dashed line), which may or may not coincide with $C_{\bar{\sigma}}$. For any point $a$ on the “ghost” cycle, the orthogonality is reduced to the semi-local notion in the terms of tangent lines at the intersection point. Consequently, such a point $a$ is always the inverse of itself.

i. The $\chi(\sigma)$-centre of $\bar{C}_{\bar{\sigma}}$ coincides with the $\bar{\sigma}$-centre of $C_{\bar{\sigma}}$.

ii. The determinant of $\bar{C}_{\sigma}^1$ is equal to the determinant of $C_{\bar{\sigma}}$.

EXERCISE I.6.18. Verify the following properties of a ghost cycle:
i. $\tilde{C}_\sigma$ coincides with $C_\sigma$ if $\sigma\tilde{\sigma} = 1$.

ii. $\tilde{C}_\sigma$ has common roots (real or imaginary) with $C_\sigma$.

iii. For a cycle $C_\tilde{\sigma}$, its p-ghost cycle $\tilde{C}_\sigma$ and the non-selfadjoint part $HC_\tilde{\sigma}$ (I.6.7) coincide.

iv. All straight lines $\tilde{\sigma}$-orthogonal to a cycle pass its $\sigma$-centre.

The significance of the ghost cycle is that the $\tilde{\sigma}$-orthogonality between two cycles in $\mathbb{A}$ is reduced to $\sigma$-orthogonality to the ghost cycle.

**Proposition I.6.19.** Let cycles $C_\tilde{\sigma}$ and $\tilde{C}_\sigma$ be $\tilde{\sigma}$-orthogonal in $\mathbb{A}$ and let $\tilde{C}_\sigma$ be the ghost cycle of $C_\tilde{\sigma}$. Then:

i. $\tilde{C}_\sigma$ and $\tilde{C}_\tilde{\sigma}$ are $\sigma$-orthogonal in $\mathbb{A}$ for seven cases except two cases $\sigma = 0$ and $\tilde{\sigma} = \pm 1$.

ii. In the $\sigma$-implementation, the tangent line to $\tilde{C}_\sigma$ at its intersection point with
   (a) the ghost cycle $\tilde{C}_\sigma$, if $\sigma = \pm 1$, or
   (b) the non-selfadjoint part $HC_\tilde{\sigma}$ (I.6.7) of the cycle $C_\tilde{\sigma}$, if $\sigma = 0$,
   passes the $\tilde{\sigma}$-centre of $C_\tilde{\sigma}$, which coincides with the $\sigma$-centre of $\tilde{C}_\sigma$.

**Proof.** The statement I.6.19.i can be shown by algebraic manipulation, possibly in CAS. Then, the non-parabolic case I.6.19.ii(a) follows from the first part I.6.19.i, which reduces non-matching orthogonality to a matching one with the ghost cycle, and the geometric description of matching orthogonality from Exercise I.6.3. Therefore, we only need to provide a new calculation for the parabolic case I.6.19.ii(b). Note that, in the case $\sigma = \tilde{\sigma} = 0$, there is no disagreement between the first and second parts of the proposition since $HC_\tilde{\sigma} = \tilde{C}_\sigma$ due to I.6.18.iii.

Consideration of ghost cycles does present orthogonality in geometric terms, but it hides the symmetry of this relation. Indeed, it is not obvious that $\tilde{C}_\sigma$ relates to the ghost of $C_\tilde{\sigma}$ in the same way as $C_\sigma$ relates to the ghost of $\tilde{C}_\tilde{\sigma}$.

**Remark I.6.20.** Elliptic and hyperbolic ghost cycles are symmetric in the real line and the parabolic ghost cycle has its centre on it—see Fig. I.6.3. This is an illustration of the boundary effect from Remarks I.5.3.

Finally, we note that Proposition I.6.19 expresses $\tilde{\sigma}$-orthogonality through the $\tilde{\sigma}$-centre of cycles. It illustrates the meaningfulness of various centres within our approach which may not be so obvious at the beginning.

**I.6.4. Actions of FSCc Matrices**

Definition I.4.11 associates a $2 \times 2$-matrix to any cycle. These matrices can be treated analogously to elements of $\text{SL}_2(\mathbb{R})$ in many respects. Similar to the $\text{SL}_2(\mathbb{R})$ action (I.3.24), we can consider a fraction-linear transformation on the point space $\mathbb{A}$ defined by a cycle and its FSCc matrix

\[
C_\sigma^s : \mathbb{A} \to C_\sigma^s(\mathbb{A}) = \frac{(l + tsn)\bar{w} - m}{k\bar{w} + (-l + tsn)},
\]
where $C^s_\sigma$ is, as usual (I.4.5),
\[
C^s_\sigma = \begin{pmatrix} l + lsn & -m \\ k & -l + lsn \end{pmatrix} \quad \text{and} \quad w = u + iv, \quad \sigma = i^2.
\]

**Exercise I.6.21.** Check that $w = u + iv \in A$ is a fixed point of the map $C^{-\sigma}_\sigma$ (I.6.9) if and only if the $\sigma$-implementation of $C^{-\sigma}_\sigma$ passes $w$. If $\det \tilde{C}^s_\sigma \neq 0$ then the second iteration of the map is the identity.

We can also extend the conjugated action (I.4.7) on the cycle space from $SL_2(\mathbb{R})$ to cycles. Indeed, a cycle $\tilde{C}^s_\sigma$ in the matrix form acts on another cycle $C^s_\sigma$ by the $\tilde{\sigma}$-similarity
\[
(I.6.10) \quad \tilde{C}^{s_1}_\sigma : C^s_\sigma \mapsto -\tilde{C}^{s_1}_\sigma \bar{C}^s_\sigma \tilde{C}^{s_1}_\sigma.
\]

The similarity can be considered as a transformation of the cycle space $\mathbb{P}^3$ to itself due to the following result.

**Exercise I.6.22.** Check that:

i. The cycle $\tilde{\sigma}$-similarity (I.6.10) with a cycle $\tilde{C}^s_\sigma$, where $\det \tilde{C}^s_\sigma \neq 0$, preserves the structure of FSCc matrices and $\tilde{C}^{s_1}_\sigma$ is its fixed point. In a non-singular case, $\det \tilde{C}^s_\sigma \neq 0$, the second iteration of similarity is the identity map.

ii. The $\tilde{\sigma}$-similarity with a $\tilde{\sigma}$-zero-radius cycle $Z^s_\sigma$ always produces this cycle.

iii. The $\tilde{\sigma}$-similarity with a cycle $(k, l, n, m)$ is a linear transformation of the cycle space $\mathbb{R}^4$ with the matrix
\[
\begin{pmatrix}
km - \det C_\sigma & -2kl & 2\tilde{\sigma}kn & k^2 \\
lm & -2l^2 - \det C_\sigma & 2\tilde{\sigma}ln & kl \\
nm & -2nl & 2\tilde{\sigma}n^2 - \det C_\sigma & kn \\
m^2 & -2ml & 2\tilde{\sigma}mn & km - \det C_\sigma
\end{pmatrix}
\]

\[= \begin{pmatrix} k \\ l \\ n \\ m \end{pmatrix} \cdot \begin{pmatrix} m & -2l & 2\tilde{\sigma}n & k \end{pmatrix} - \det(C_\sigma) \cdot I_{4 \times 4}.
\]

Note the apparent regularity of its entries.

**Remark I.6.23.** Here is another example where usage of complex (dual or double) numbers is different from Clifford algebras. In order to use commutative hypercomplex numbers, we require the complex conjugation for the cycle product (I.5.3), linear-fractional transformation (I.6.9) and cycle similarity (I.6.10). Non-commutativity of Clifford algebras allows us to avoid complex conjugation in all these formulae—see Appendix B.5. For example, the reflection in the real line (complex conjugation) is given by matrix similarity with the corresponding matrix $\begin{pmatrix} e_1 & 0 \\ 0 & -e_1 \end{pmatrix}$.

A comparison of Exercises I.6.21 and I.6.22 suggests that there is a connection between two actions (I.6.9) and (I.6.10) of cycles, which is similar to the relation $SL_2(\mathbb{R})$ actions on points and cycles from Lemma I.5.20.
EXERCISE I.6.24. Letting $\det \tilde{C}_s^\sigma \neq 0$, show that:

i. The $\tilde{\sigma}$-similarity (I.6.10) $\tilde{\sigma}$-preserves the orthogonality relation (I.6.1). More specifically, if $\tilde{C}_s^\sigma$ and $\tilde{C}_s^\tilde{\sigma}$ are matrix similarity (I.6.10) of cycles $C_s^\sigma$ and $\tilde{C}_s^\tilde{\sigma}$, respectively, with the cycle $\tilde{C}_s^{s_1}$, then

$$\left\langle \tilde{C}_s^\sigma, \tilde{C}_s^\tilde{\sigma} \right\rangle = \left\langle C_s^\sigma, \tilde{C}_s^\tilde{\sigma} \right\rangle (\det \tilde{C}_s^\tilde{\sigma})^2.$$ 

HINT: Note that $\tilde{C}_s^\sigma \tilde{C}_s^\tilde{\sigma} = - \det(\tilde{C}_s^\tilde{\sigma}) I$, where $I$ is the identity matrix. This is a particular case of the Vahlen condition, see [78, Prop. 2]. Thus, we have

$$\tilde{C}_s^\sigma \tilde{C}_s^\tilde{\sigma} = -\tilde{C}_s^{s_1} C_s^\sigma \tilde{C}_s^\tilde{\sigma} C_s^{s_1} \cdot \det \tilde{C}_s^\tilde{\sigma}.$$ 

The final step uses the invariance of the trace under the matrix similarity. A CAS calculation is also provided.

ii. The image $\tilde{Z}_s^\sigma = C_s^s \tilde{Z}_s^{s_1} C_s^{s_2}$ of a $\sigma$-zero-radius cycle $\tilde{Z}_s^{s_1}$ under the similarity (I.6.10) is a $\sigma$-zero-radius cycle $\tilde{Z}_s^{s_1}$. The $(s_1 s_2)$-centre of $\tilde{Z}_s^s$ is the linear-fractional transformation (I.6.9) of the $(s_2 / s_1)$-centre of $Z_s^s$.

iii. Both formulae (I.6.9) and (I.6.10) define the same transformation of the point space $\mathbb{A}_s$ with $\sigma = \tilde{\sigma} \neq 0$. Consequently, the linear-fractional transformation (I.6.9) maps cycles to cycles in these cases. HINT: This part follows from the first two items and Proposition I.6.8.

iv. There is a cycle $C_s^s$ such that neither map of the parabolic point space $\mathbb{D}$ represents similarity with $C_s^s$. HINT: Consider $\tilde{C}_s^s = (1, 0, \frac{1}{2}, -1)$ and a cycle $C_s^s$ passing point $(u, v)$. Then the similarity of $C_s^s$ with $\tilde{C}_s^s$ passes the point $T(u, v) = (\frac{1+u}{u}, \frac{v+v_2}{u^2})$ if and only if either

- $C_s^s$ is a straight line, or
- $(u, v)$ belongs to $\tilde{C}_s^s$ and is fixed by the above map $T$.

That is, the map $T$ of the point space $\mathbb{D}$ serves flat cycles and $\tilde{C}_s^s$ but no others. Thus, there is no map of the point space which is compatible with the cycle similarity for an arbitrary cycle.

Several demonstrations of inversion are provided in Fig. I.6.4. The initial setup is shown in Fig. I.6.4(a)—the red unit circle and the grid of horizontal (green) and vertical (blue) straight lines. It is very convenient in this case that the grid is formed by two orthogonal pencils of cycles, which can be considered to be of any EPH type. Figure I.6.4(b) shows $e$-inversion of the grid in the unit circle, which is, of course, the locus of fixed points. Straight lines of the rectangular grid are transformed to circles, but orthogonality between them is preserved—see Exercise I.6.24.i.

Similarly, Fig. I.6.4(c) presents the result of $p$-inversion in the degenerated parabolic cycle $u^2 - 1 = 0$. This time the grid is mapped to two orthogonal pencils of parabolas and vertical lines. Incidentally, due to the known optical illusion, we perceive these vertical straight lines as being bent.

Finally, Fig. I.6.4(d) demonstrates $h$-inversion in the unit hyperbola $u^2 - v^2 - 1 = 0$. We again obtained two pencils of orthogonal hyperbolas. The bold blue cycles—the dot at the origin in (b), parabola in (c) and two lines (the light cone) in (d)—will be explained in Section I.8.1. Further details are provided by the following exercise.
Figure I.6.4. Three types of inversions of the rectangular grid. The initial rectangular grid (a) is inverted elliptically in the unit circle (shown in red) in (b), parabolically in (c) and hyperbolically in (d). The blue cycle (collapsed to a point at the origin in (b)) represent the image of the cycle at infinity under inversion.

Exercise I.6.25. Check that the rectangular grid in Fig. I.6.4(a) is produced by horizontal and vertical lines given by quadruples \((0, 0, 1, m)\) and \((0, 1, 0, m)\), respectively. The similarity with the cycle \((1, 0, 0, -1)\) sends a cycle \((k, l, n, m)\) to \((m, l, n, k)\). In particular, the image of the grid are cycles \((m, 0, 1, 0)\) and \((m, 1, 0, 0)\).

We conclude this section by an observation that cycle similarity is similar to a mirror reflection, which preserves the directions of vectors parallel to the mirror and reverses vectors which are orthogonal.

Exercise I.6.26. Let \(\det \tilde{C}^s_\tilde{\sigma} \neq 0\). Then, for similarity (I.6.10) with \(\tilde{C}^s_\tilde{\sigma}\):

i. Verify the identities

\[
-\frac{\tilde{C}^1_{\tilde{\sigma}} \tilde{C}^s_{\tilde{\sigma}} \tilde{C}^{s1}_{\tilde{\sigma}}}{\det_{\tilde{\sigma}}(\tilde{C}^{s1}_{\tilde{\sigma}})} = \det_{\tilde{\sigma}}(\tilde{C}^{s1}_{\tilde{\sigma}}) \cdot \tilde{C}^{s1}_{\tilde{\sigma}}
\]

and

\[
-\frac{\tilde{C}_{\tilde{\sigma}} \tilde{C}^s_{\tilde{\sigma}} \tilde{C}_{\tilde{\sigma}}}{\det_{\tilde{\sigma}}(\tilde{C}_{\tilde{\sigma}})} = -\det_{\tilde{\sigma}}(\tilde{C}_{\tilde{\sigma}}) \cdot \tilde{C}_{\tilde{\sigma}},
\]

where \(C^s_\sigma\) is a cycle \(\sigma\)-orthogonal to \(\tilde{C}_{\tilde{\sigma}}\). Note the difference in the signs in the right-hand sides of both identities.
ii. Describe all cycles which are fixed (as points in the projective space \( \mathbb{P}^3 \)) by the similarity with the given cycle \( \tilde{C}_{\tilde{\sigma}}^s \). Hint: Use a decomposition of a generic cycle into a sum \( C_{\tilde{\sigma}}^s \) and a cycle orthogonal to \( \tilde{C}_{\tilde{\sigma}}^s \) similar to (I.6.7).

As we will see in the next section, these orthogonal reflections in the cycle space correspond to “bent” reflections in the point space.

I.6.5. Inversions and Reflections in Cycles

The maps in point and cycle spaces considered in the previous section were introduced from the action of FSCc matrices of cycles. They can also be approached from the more geometrical viewpoint. There are at least two natural ways to define an inversion in a cycle:

- One possibility uses orthogonality from Section I.6.1. As we can observe from Fig. I.6.3, all cycles from the blue family passing the point \( b \) also meet again at the point \( d \). This defines a correspondence \( b \leftrightarrow d \) on the point space.
- Another option defines “reflections in cycles”. The mirror reflection \( z \rightarrow \bar{z} \) in the horizontal axis is a fundamental operation. If we transform a generic cycle to the real line, then we can extend the notion of reflection to the cycle.

We can formalise the above observations as follows.

**Definition I.6.27.** For a given cycle \( C_{\tilde{\sigma}}^s \), we define two maps of the point space \( A \) associated to it:

i. A \( \tilde{\sigma} \)-inversion in a \( \sigma \)-cycle \( C_{\sigma}^s \) sends a point \( b \in A \) to the second point \( d \) of the intersection of all \( \sigma \)-cycles \( \tilde{\sigma} \)-orthogonal to \( C_{\sigma}^s \) and passing through \( b \)—see Fig. I.6.3.

ii. A \( \tilde{\sigma} \)-reflection in a \( \sigma \)-cycle \( C_{\sigma}^s \) is given by \( M^{-1}RM \), where \( M \) is a \( \tilde{\sigma} \)-similarity (I.6.10) which sends the \( \sigma \)-cycle \( C_{\sigma}^s \) into the horizontal axis and \( R \) is the mirror reflection of \( A \) in that axis.

We are going to see that inversions are given by (I.6.9) and reflections are expressed through (I.6.10), thus they are essentially the same for EH cases in light of Exercise I.6.24.i. However, some facts are easier to establish using the inversion and others in terms of reflection. Thus, it is advantageous to keep both notions. Since we have three different EPH orthogonalities between cycles for every type of point space, there are also three different inversions in each of them.

**Exercise I.6.28.** Prove the following properties of inversion:

i. Let a cycle \( \tilde{C}_{\tilde{\sigma}}^s \) be \( \tilde{\sigma} \)-orthogonal to a cycle \( C_{\sigma}^s = (k, l, n, m) \). Then, for any point \( u_1 + iv_1 \in A \) \((i^2 = \sigma)\) belonging to \( \sigma \)-implementation of \( \tilde{C}_{\tilde{\sigma}}^s \), this implementation also passes through the image of \( u_1 + iv_1 \) under the Möbius transform (I.6.9) defined by the matrix \( C_{\sigma}^s \):

\[
(I.6.11) \quad u_2 + iv_2 = C_{\sigma}^s(u_1 - iv_1) = \begin{pmatrix} l + i\sigma n & -m \\ -l & l + i\sigma n \end{pmatrix}(u_1 - iv_1).
\]

Thus, the point \( u_2 + iv_2 \) is the *inversion* of \( u_1 + iv_1 \) in \( C_{\sigma}^s \).
\[ \sigma \text{-inversion in the } \sigma \text{-implementation of a cycle } C^s_\sigma \text{ coincides with } \sigma \text{-inversion in its } \sigma \text{-ghost cycle } \tilde{C}^s_\sigma. \]

Note the interplay between parameters \( \sigma \) and \( \tilde{\sigma} \) in the above statement I.6.28.i. Although we are speaking about \( \tilde{\sigma} \)-orthogonality, we take the Möbius transformation (I.6.11) with the imaginary unit \( i \) such that \( i^2 = \sigma \) (as the signature of the point space). On the other hand, the value \( \tilde{\sigma} \) is used there as the \( s \)-parameter for the cycle \( C^s_\sigma \).

**Proposition I.6.29.** The reflection \( I.6.27.\text{ii} \) of a zero-radius cycle \( Z^s_\sigma \) in a cycle \( C^s_\sigma \) is given by the similarity \( C^s_\sigma Z^s_\sigma C^s_\sigma \).

**Proof.** Let a cycle \( \tilde{C}^s_\sigma \) have the property \( \tilde{C}^s_\sigma \overline{C}^s_\sigma \overline{\tilde{C}}^s_\sigma = R^s_\sigma \), where \( R^s_\sigma \) is the cycle representing the real line. Then, \( \tilde{C}^s_\sigma R^s_\sigma \tilde{C}^s_\sigma = C^s_\sigma \), since \( \overline{\tilde{C}^s}_\sigma \overline{\tilde{C}^s}_\sigma = \tilde{C}^s_\sigma \overline{\tilde{C}^s}_\sigma = -\det \tilde{C}^s_\sigma I \). The mirror reflection in the real line is given by the similarity with \( R^s_\sigma \), therefore the transformation described in \( I.6.27.\text{ii} \) is a similarity with the cycle \( \tilde{C}^s_\sigma R^s_\sigma \tilde{C}^s_\sigma = C^s_\sigma \) and, thus, coincides with (I.6.11). \( \square \)

**Corollary I.6.30.** The \( \tilde{\sigma} \)-inversion with a cycle \( C^s_\sigma \) in the point space \( \mathbb{A} \) coincides with \( \tilde{\sigma} \)-reflection in \( C^s_\sigma \).

The auxiliary cycle \( \tilde{C}^s_\sigma \) from the above proof of Prop. I.6.29 is of separate interest and can be characterised in the elliptic and hyperbolic cases as follows.

**Exercise I.6.31.** Let \( C^s_\sigma = (k, l, n, m) \) be a cycle such that \( \tilde{\sigma} \det C^s_\sigma > 0 \) for \( \tilde{\sigma} \neq 0 \). Let us define the cycle \( \tilde{C}^s_\sigma \) by the quadruple \( (k, l, n \pm \sqrt{\tilde{\sigma} \det C^s_\sigma}, m) \). Then:

i. \( \tilde{C}^s_\sigma C^s_\sigma \tilde{C}^s_\sigma = R \) and \( \tilde{C}^s_\sigma R \tilde{C}^s_\sigma = C^s_\sigma \).

ii. \( \tilde{C}^s_\sigma \) and \( C^s_\sigma \) have common roots.

iii. In the \( \tilde{\sigma} \)-implementation, the cycle \( C^s_\sigma \) passes the centre of \( \tilde{C}^s_\sigma \).

**Hint:** One can directly observe I.6.31.ii for real roots, since they are fixed points of the inversion. Also, the transformation of \( C^s_\sigma \) to a flat cycle implies that \( C^s_\sigma \) passes the centre of inversion, hence I.6.31.iii. There is also a CAS calculation for this.\( \diamond \)

Inversions are helpful for transforming pencils of cycles to the simplest possible form.

**Exercise I.6.32.** Check the following:

i. Let the \( \sigma \)-implementation of a cycle \( C^s_\sigma \) pass the \( \sigma \)-centre of a cycle \( \tilde{C}^s_\sigma \). Then, the \( \sigma \)-reflection of \( C^s_\sigma \) in \( C^s_\sigma \) is a straight line.

ii. Let two cycles \( C^s_\sigma \) and \( \tilde{C}^s_\sigma \) intersect in two points \( P, P' \in \mathbb{A} \) such that \( P - P' \) is not a divisor of zero in the respective number system. Then, there is an inversion which maps the pencil of cycles orthogonal to \( C^s_\sigma \) and \( \tilde{C}^s_\sigma \) (see Exercise I.6.10.ii) into a pencil of concentric cycles. **Hint:** Make an inversion
into a cycle with $\sigma$-centre $P$, then $C_\sigma$ and $\tilde{C}_\sigma$ will be transformed into straight lines due to the previous item. These straight lines will intersect in a finite point $P''$ which is the image of $P'$ under the inversion. The pencil orthogonal to $C_\sigma$ and $\tilde{C}_\sigma$ will be transformed to a pencil orthogonal to these two straight lines. A CAS calculations shows that all cycles from the pencil have $\sigma$-centre at $P''$.

A classical source of the above result in inversive geometry [54, Thm. 5.71] tells that an inversion can convert any pair of non-intersecting circles to concentric ones. This is due to the fact that an orthogonal pencil to the pencil generated by two non-intersecting circles always passes two special points—see Exercise I.6.10.iii for further development.

Finally, we compare our consideration for the parabolic point space with Yaglom’s book. The Möbius transformation (I.6.9) and the respective inversion illustrated by Fig. I.6.4(c) essentially coincide with the inversion of the first kind from [273, § 10]. Yaglom also introduces the inversion of the second kind, see [273, § 10]. For a parabola $v = k(u-l)^2 + m$, he defined the map of the parabolic point space to be

\[(u, v) \mapsto (u, 2(k(u-l)^2 + m) - v),\]

i.e. the parabola bisects the vertical line joining a point and its image. There are also other geometric characterisations of this map in [273], which make it very similar to the Euclidean inversion in a circle. Here is the resulting expression of this transformation through the usual inversion in parabolas:

**Exercise I.6.33.** The inversion of the second kind (I.6.12) is a composition of three Möbius transformations (I.6.9) defined by cycles $(1, l, 2m, l^2 + m/k)$, $(1, l, 0, l^2 + m/k)$ and the real line in the parabolic point space $\mathbb{D}$.

Möbius transformations (I.6.9) and similarity (I.6.12) with FSCc matrices map cycles to cycles just like matrices from $\text{SL}_2(\mathbb{R})$ do. It is natural to ask for a general type of matrices sharing this property. For this, see works [48, 78, 235] which deal with more general elliptic and hyperbolic (but not parabolic) cases. It is beyond the scope of our consideration since it derails from the geometry of $\text{SL}_2(\mathbb{R})$. We only mention the rôle of the Vahlen condition, $C_\sigma \tilde{C}_\sigma = -\det(C_\sigma)I$, used in Exercise I.6.24.i.

### I.6.6. Higher-order Joint Invariants: Focal Orthogonality

Considering Möbius action (I.1.1), there is no need to be restricted to joint invariants of two cycles only. Indeed, for any polynomial $p(x_1, x_2, \ldots, x_n)$ of several non-commuting variables, one may define an invariant joint disposition of $n$ cycles $iC_\sigma$ by the condition

\[\tr p(iC_\sigma^1, 2C_\sigma^2, \ldots, nC_\sigma^n) = 0,\]

where the polynomial of FSCc matrices is defined through standard matrix algebra. To create a Möbius invariant which is not affected by the projectivity in the cycle space we can either

- use a polynomial $p$ which is homogeneous in every variable $x_i$, or
- substitute variables $x_i$ with the cycles’ $\det$-normalised FSCc matrices.
Let us construct some lower-order realisations of (I.6.13). In order to be essentially different from the previously considered orthogonality, such invariants may either contain non-linear powers of the same cycle, or accommodate more than two cycles. In this respect, consideration of higher-order invariants is similar to a transition from Riemannian to Finsler geometry \[45,85\]. The latter is based on the replacement of the quadratic line element \( g^{ij} \, dx_i \, dx_j \) in the tangent space by a more complicated function.

A further observation is that we can simultaneously study several invariants of various orders and link one to another by some operations. There are some standard procedures changing orders of invariants working in both directions:

i. Higher-order invariants can be built on top of those already defined;
ii. Lower-order invariants can be derived from higher ones.

Consider both operations as an example. We already know that a similarity of a cycle with another cycle produces a new cycle. The cycle product of the latter with a third cycle creates a joint invariant of these three cycles

\[
\langle 1\mathcal{C}_{\sigma}\, 2\mathcal{C}_{\sigma}\, 3\mathcal{C}_{\sigma} \rangle,
\]

which is built from the second-order invariant \( \langle \cdot, \cdot \rangle \). Now we can reduce the order of this invariant by fixing \( 3\mathcal{C}_{\sigma} \) to be the real line, since it is \( \text{SL}_2(\mathbb{R}) \)-invariant. This invariant deserves special consideration. Its geometrical meaning is connected to the matrix similarity of cycles (I.6.10) (inversion in cycles) and orthogonality.

**Definition I.6.34.** A cycle \( \tilde{\mathcal{C}}_{\sigma} \) is \( \overline{\sigma} \)-focal orthogonal (or \( f_{\sigma} \)-orthogonal) to a cycle \( \mathcal{C}_{\sigma} \) if the \( \overline{\sigma} \)-reflection of \( \mathcal{C}_{\sigma} \) in \( \tilde{\mathcal{C}}_{\sigma} \) is \( \overline{\sigma} \)-orthogonal (in the sense of Definition I.6.1) to the real line. We denote it by \( \tilde{\mathcal{C}}_{\sigma} \dashv \mathcal{C}_{\sigma} \).

**Remark I.6.35.** This definition is explicitly based on the invariance of the real line and is an illustration to the boundary value effect from Remark I.5.3.

**Exercise I.6.36.** \( f \)-orthogonality is equivalent to either of the following

i. The cycle \( \tilde{\mathcal{C}}_{\sigma} \mathcal{C}_{\sigma} \tilde{\mathcal{C}}_{\sigma} \) is a selfadjoint cycle, see Definition I.6.12.
ii. Analytical condition:

\[
\langle \tilde{\mathcal{C}}_{\sigma} \mathcal{C}_{\sigma} \tilde{\mathcal{C}}_{\sigma}, \mathcal{R}_{\sigma} \rangle = \text{tr}(\tilde{\mathcal{C}}_{\sigma} \mathcal{C}_{\sigma} \tilde{\mathcal{C}}_{\sigma} \mathcal{R}_{\sigma}) = 0.
\]

**Remark I.6.37.** It is easy to observe the following:

i. \( f \)-orthogonality is not symmetric: \( \mathcal{C}_{\sigma} \dashv \tilde{\mathcal{C}}_{\sigma} \) does not imply \( \tilde{\mathcal{C}}_{\sigma} \dashv \mathcal{C}_{\sigma} \).
ii. Since the horizontal axis \( \mathcal{R}_{\sigma} \) and orthogonality (I.6.1) are \( \text{SL}_2(\mathbb{R}) \)-invariant objects, \( f \)-orthogonality is also \( \text{SL}_2(\mathbb{R}) \)-invariant.

However, an invariance of \( f \)-orthogonality under inversion of cycles required some study since, in general, the real line is not invariant under such transformations.

**Exercise I.6.38.** The image \( \tilde{\mathcal{C}}_{\sigma} \mathcal{R}_{\sigma} \tilde{\mathcal{C}}_{\sigma} \) of the real line under inversion in \( \tilde{\mathcal{C}}_{\sigma} = (k, l, n, m) \) with \( s \neq 0 \) is the cycle

\[
(2ss_1\tilde{\sigma}kn, 2ss_1\tilde{\sigma}ln, -\det(C_{\sigma}^s), 2ss_1\tilde{\sigma}mn).
\]

It is the real line again if \( \det(C_{\sigma}^s) \neq 0 \) and either
i. \( s_1 n = 0 \), in which case it is a composition of \( SL_2(\mathbb{R}) \)-action by \( \begin{pmatrix} l & -m \\ k & -l \end{pmatrix} \) and the reflection in the real line, or

ii. \( \bar{\sigma} = 0 \), i.e. the parabolic case of the cycle space.

If either of two conditions is satisfied then \( f \)-orthogonality \( \bar{C}_s \implies C_s \) is preserved by the \( \bar{\sigma} \)-similarity with \( \hat{C}_s \).

The following explicit expressions of \( f \)-orthogonality reveal further connections with cycles’ invariants.

Exercise I.6.39. \( f \)-orthogonality of \( \bar{C}_s \) to \( C_{s_1} \) is given by either of the equivalent identities

\[
\begin{align*}
\text{(1)} & \quad s n (\bar{l}^2 + \bar{s}_1^2 s^2 - \bar{m} k) + s_1 n (m \bar{k} - 2 l \bar{l} + k \bar{m}) = 0 \\
\text{(2)} & \quad n \det (\bar{C}_s) + n \langle \bar{C}_s, \hat{C}_s \rangle = 0, \quad \text{if} \quad s = s_1 = 1.
\end{align*}
\]

The \( f \)-orthogonality may again be related to the usual orthogonality through an appropriately chosen \( f \)-ghost cycle, cf. Proposition I.6.19:

Proposition I.6.40. Let \( C_s \) be a cycle. Then, its \( f \)-ghost cycle \( \bar{C}_s = C_\chi(\sigma) \bar{C}_s \) is the reflection of the real line in \( C_\chi(\sigma) \), where \( \chi(\sigma) \) is the Heaviside function (I.6.8). Then:

i. Cycles \( C_1 \) and \( \bar{C}_s \) have the same roots.

ii. The \( \chi(\sigma) \)-centre of \( \bar{C}_s \) coincides with the \((-\bar{\sigma})\)-focus of \( C_s \), consequently all straight lines \( \bar{\sigma} \)-f-orthogonal to \( C_s \) pass its \((-\bar{\sigma})\)-focus.

iii. \( f \)-inversion in \( C_s \) defined from \( f \)-orthogonality (see Definition I.6.27.i) coincides with the usual inversion in \( \bar{C}_s \).

Note the above intriguing interplay between the cycle’s centres and foci. It also explains our choice of name for focal orthogonality, cf. Definition I.6.17.i. \( f \)-Orthogonality and the respective \( f \)-ghost cycles are presented in Fig. I.6.5, which uses the same outline and legend as Fig. I.6.3.

The definition of \( f \)-orthogonality may look rather extravagant at first glance. However, it will find new support when we again consider lengths and distances in the next chapter. It will also be useful for infinitesimal cycles, cf. Section I.7.5.

Of course, it is possible and meaningful to define other interesting higher-order joint invariants of two or even more cycles.
FIGURE I.6.5. Focal orthogonality of cycles. In order to highlight both the similarities and distinctions with the ordinary orthogonality, we use the same notations as in Fig. I.6.3.
LECTURE I.7

Metric Invariants in Upper Half-Planes

So far, we have discussed only invariants like orthogonality, which are related to angles. However, geometry, in the plain meaning of the word, deals with measurements of distances and lengths. We will derive metrical quantities from cycles in a way which shall be Möbius-invariant.

I.7.1. Distances

Cycles are covariant objects performing as “circles” in our three EPH geometries. Now we play the traditional mathematical game: turn some properties of classical objects into definitions of new ones.

**Definition I.7.1.** The $\bar{\sigma}$-radius $r_{\bar{\sigma}}$ of a cycle $C_{\bar{\sigma}}^s$, if squared, is equal to the minus $\bar{\sigma}$-determinant of the cycle’s $k$-normalised (see Definition I.5.5) matrix, i.e.

\[
(I.7.1) \quad r_{\bar{\sigma}}^2 = -\frac{\langle C_{\bar{\sigma}}^s, C_{\bar{\sigma}}^s \rangle}{2k^2} = -\frac{\det C_{\bar{\sigma}}^s}{k^2} = \frac{l^2 - \bar{\sigma}s^2n^2 - km}{k^2}.
\]

As usual, the $\bar{\sigma}$-diameter of a cycle is two times its radius.

The expression (I.7.1) for radius through the invariant cycle product resembles the definition of the norm of a vector in an inner product space [128, § 5.1].

**Exercise I.7.2.** Check the following geometrical content of the formula (I.7.1):

(e,h): The value of (I.7.1) is the usual radius of a circle or hyperbola given by the equation $k(u^2 - \sigma v^2) - 2lu - 2nv + m = 0$.

(p): The diameter of a parabola is the (Euclidean) distance between its (real) roots, i.e. solutions of $ku^2 - 2lu + m = 0$, or roots of its “adjoint” parabola $-ku^2 + 2lu + m - \frac{2l^2}{k} = 0$ (see Fig. I.1.9(a)).

**Exercise I.7.3.** Check the following relations:

i. The $\bar{\sigma}$-radius of a cycle $C_{\bar{\sigma}}^s$ is equal to $1/k$, where $k$ is the $(2, 1)$-entry of the det-normalised FSCc matrix (see Definition I.5.5) of the cycle.

ii. Let $u_{\bar{\sigma}}$ be the second coordinate of a cycle’s $\bar{\sigma}$-focus and $f$ be its focal length. Then, the square of the cycle’s $\bar{\sigma}$-radius is

\[
r_{\bar{\sigma}}^2 = -4fu_{\bar{\sigma}}.
\]

iii. Cycles (I.5.8) have zero $\bar{\sigma}$-radius, thus Definitions I.5.13 and I.7.1 agree.
An intuitive notion of a distance in both mathematics and everyday life is usually of a variational nature. We naturally perceive a straight line as the route of the shortest distance between two points. Then, we can define the distance along a curved path through an approximation. This variational nature is also echoed in the following definition:

**Definition I.7.4.** The \((\sigma, \bar{\sigma})\)-distance \(d_{\sigma, \bar{\sigma}}(P, P')\) between two points \(P\) and \(P'\) is the extremum of \(\bar{\sigma}\)-diameters for all \(\sigma\)-implementations of cycles passing \(P\) and \(P'\).

It is easy to see that the distance is a symmetric function of two points.

**Lemma I.7.5.** The distance between two points \(P = u + iv\) and \(P' = u' + iv'\) in the elliptic or hyperbolic spaces is

\[
(I.7.2) \quad d_{\sigma, \bar{\sigma}}^2(P, P') = \bar{\sigma}((u - u')^2 - \sigma(v - v')^2) + 4(1 - \sigma\bar{\sigma})vv'((u - u')^2 - \sigma(v - v')^2),
\]

and, in parabolic space, it is (see Fig. I.1.9(b) and also [273, (5), p. 38])

\[
(I.7.3) \quad d_{p, \bar{\sigma}}^2(y, y') = (u - u')^2.
\]

**Proof.** Let \(C_s^e(l)\) be the family of cycles passing through both points \((u, v)\) and \((u', v')\) (under the assumption \(v \neq v'\)) and parametrised by its coefficient \(l\), which is the first coordinate of the cycle’s centre. By a symbolic calculation in CAS, we found that the only critical point of \(\det(C_s^e(l))\) is

\[
(I.7.4) \quad l_0 = \frac{1}{2} \left( (u' + u) + (\bar{\sigma}\sigma - 1) \frac{(u' - u)(v^2 - v'^2)}{(u' - u)^2\bar{\sigma} - (v - v')^2} \right).
\]

Note that, for the case \(\sigma\bar{\sigma} = 1\), i.e. when both point and cycle spaces are simultaneously either elliptic or hyperbolic, this expression reduces to the expected midpoint \(l_0 = \frac{1}{2}(u + u')\). Since, in the elliptic or hyperbolic case, the parameter \(l\) can take any real value, the extremum of \(\det(C_s^e(l))\) is reached in \(l_0\) and is equal to \((I.7.2)\), again calculated by CAS. A separate calculation for the case \(v = v'\) gives the same answer.

In the parabolic case, possible values of \(l\) are either in the ranges \((-\infty, \frac{1}{2}(u + u'))\) or \((\frac{1}{2}(u + u'), \infty)\), or only \(l = \frac{1}{2}(u + u')\) since, for that value, a parabola should flip between the upward and downward directions of its branches. In any of these cases, the extreme value corresponds to the boundary point \(l = \frac{1}{2}(u + u')\) and is equal to \((I.7.3)\).

To help understand the complicated identity \((I.7.2)\), we may observe that

\[
\begin{align*}
    d_{e, e}^2(P, P') &= (u - u')^2 + (v - v')^2, \quad \text{for elliptic values } \sigma = \bar{\sigma} = -1, \\
    d_{h, h}^2(P, P') &= (u - u')^2 - (v - v')^2, \quad \text{for hyperbolic values } \sigma = \bar{\sigma} = 1.
\end{align*}
\]

These are familiar expressions for distances in the elliptic and hyperbolic spaces. However, for other cases (such that \(\sigma\bar{\sigma} = -1\) or 0) quite different results are obtained. For example, \(d_{e, e}^2(P, P')\) does not tend to 0 if \(P \to P'\) in the usual sense.

**Exercise I.7.6.** Show that:
i. In the three cases $\sigma = \bar{\sigma} = -1, 0$ or 1, which were typically studied in the literature, the above distances are conveniently defined through the arithmetic of corresponding numbers:

\[(I.7.5) \quad d_{\sigma, \bar{\sigma}}^2(u + iv) = (u + \nu t)(u - \nu t) = \bar{w}w.\]

ii. Unless $\sigma = \bar{\sigma}$, the parabolic distance $d_{p, \bar{\sigma}}$ (I.7.3) is not obtained from (I.7.2) by the substitution $\sigma = 0$.

iii. If cycles $C_{\sigma}^s$ and $\tilde{C}_{\bar{\sigma}}^s$ are k-normalised, then

\[
\langle C_{\sigma}^s - \tilde{C}_{\sigma}^s, C_{\bar{\sigma}}^s - \tilde{C}_{\bar{\sigma}}^s \rangle = 2\det(C_{\sigma}^s - \tilde{C}_{\sigma}^s) = -2d_{\sigma, \bar{\sigma}}^2(P, \tilde{P}),
\]

where $P$ and $\tilde{P}$ are e- or h-centres of $C_{\sigma}^s$ and $\tilde{C}_{\sigma}^s$. Therefore, we can rewrite the relation (I.5.5) for the cycle product

\[
\langle C_{\sigma}^s, \tilde{C}_{\bar{\sigma}}^s \rangle = d_{\sigma, \bar{\sigma}}^2(P, \tilde{P}) - r^2_{\sigma} - \tilde{r}^2_{\bar{\sigma}},
\]

using $r_{\sigma}$ and $\tilde{r}_{\sigma}$—the $\sigma$-radii of the respective cycles. In particular, cf. (I.5.9),

\[
\langle Z_{\sigma}^s, \tilde{Z}_{\bar{\sigma}}^s \rangle = d_{\sigma, \bar{\sigma}}^2(P, \tilde{P}),
\]

for k-normalised $\sigma$-zero-radius cycles $Z_{\sigma}^s$ and $\tilde{Z}_{\bar{\sigma}}^s$ with centres $P$ and $\tilde{P}$. From Exercise I.5.21 we can also derive that $d_{\sigma, \bar{\sigma}}^2(P, \tilde{P})$ is equal to the power of the point $P$ ($\tilde{P}$) with respect to the cycle $\tilde{Z}_{\sigma}^s$ ($Z_{\bar{\sigma}}^s$).

Using the notation $d_{\sigma, \bar{\sigma}}^2(P) = d_{\sigma, \bar{\sigma}}^2(0, P)$, we can now rewrite the identities (I.3.36)–(I.3.37) as:

\[
(uu' - ovv')^2 = \cos^2_{\sigma}(P, P') \quad d_{\sigma, \bar{\sigma}}^2(P) \quad d_{\sigma, \bar{\sigma}}^2(P'),
\]

\[
(uv' - vu')^2 = \sin^2_{\sigma}(P, P') \quad d_{\sigma, \bar{\sigma}}^2(P) \quad d_{\sigma, \bar{\sigma}}^2(P').
\]

The distance allows us to expand the result for all EPH cases, which is well known in the cases of circles [54, §2.1] and parabolas [273, §10].

**Exercise I.7.7.** Show that the power of a point $W$ with respect to a cycle (see Definition I.3.18) is the product $d_{\sigma}(W, P) \cdot d_{\sigma}(W, P')$ of $(\sigma, \bar{\sigma})$-distances (I.7.5), where $P$ and $P'$ are any two points of the cycle which are collinear with $W$. **Hint:** Take $P = (u, v)$ and $P' = (u', v')$. Then, any collinear $W$ is $(tu + (1 - t)u', tv + (1 - t)v')$ for some $t \in \mathbb{R}$. Furthermore, a simple calculation shows that $d_{\sigma}(y, z) \cdot d_{\sigma}(z, y') = t(t - 1)d_{\sigma}^2(y, y')$. The last expression is equal to the power of $W$ with respect to the cycle—this step can be done by CAS.

**Exercise I.7.8.** Let two cycles have e-centres $P$ and $P'$ with $\sigma$-radii $r_{\sigma}$ and $\tilde{r}_{\sigma}$. Then, the $(\bar{\sigma}, \sigma)$-power of one cycle with respect to another from Definition I.5.22 is, cf. the elliptic case in (I.5.10),

\[
\frac{d_{\sigma, \bar{\sigma}}^2(P, P') - r_{\sigma}^2 - \tilde{r}_{\sigma}^2}{2r_{\sigma} \tilde{r}_{\sigma}}.
\]
I.7.2. Lengths

During geometry classes, we often make measurements with a compass, which is based on the idea that a circle is a locus of points equidistant from its centre. We can expand it for all cycles with the following definition:

**Definition I.7.9.** The \( (\sigma, \bar{\sigma}, \check{\sigma}) \)-length from the \( \check{\sigma} \)-centre (from the \( \check{\sigma} \)-focus) of a directed interval \( \overrightarrow{AB} \) is the \( \bar{\sigma} \)-radius of the \( \sigma \)-cycle with its \( \check{\sigma} \)-centre (\( \check{\sigma} \)-focus) at the point \( A \) which passes through \( B \). These lengths are denoted by \( l_c(\overrightarrow{AB}) \) and \( l_f(\overrightarrow{AB}) \), respectively.

It is easy to be confused by the triple of parameters \( \sigma, \bar{\sigma}, \check{\sigma} \) in this definition. However, we will rarely operate in such a generality, and some special relations between the different sigmas will often be assumed. We also do not attach the triple \( (\sigma, \bar{\sigma}, \check{\sigma}) \) to \( l_c(\overrightarrow{AB}) \) and \( l_f(\overrightarrow{AB}) \) in formulae, since their values will be clear from the surrounding text.

**Exercise I.7.10.** Check the following properties of the lengths:

i. The length is *not* a symmetric function of two points (unlike the distance).

ii. A cycle is uniquely defined by its elliptic or hyperbolic centre and a point which it passes. However, the parabolic centre is not as useful. Consequently, lengths from the parabolic centre are not properly defined, therefore we always assume \( \check{\sigma} = \pm 1 \) for lengths from a centre.

iii. A cycle is uniquely defined by any focus and a point which it passes.

We now turn to calculations of the lengths.

**Lemma I.7.11.** For two points \( P = u + \imath v, P' = u' + \imath v' \in A \):

i. The \( \bar{\sigma} \)-length from the \( \check{\sigma} \)-centre for \( \check{\sigma} = \pm 1 \) between \( P \) and \( P' \) is

\[
(I.7.6) \quad l^2_{\bar{\sigma}}(\overrightarrow{PP'}) = (u - u')^2 - \sigma v'^2 + 2\bar{\sigma}v' - \bar{\sigma}v^2.
\]

ii. The \( \check{\sigma} \)-length from the \( \check{\sigma} \)-focus between \( P \) and \( P' \) is

\[
(I.7.7) \quad l^2_{\check{\sigma}}(\overrightarrow{PP'}) = (\check{\sigma} - \bar{\sigma})p^2 - 2vp,
\]

where:

\[
(I.7.8) \quad p = \check{\sigma} \left( -(v' - v) \pm \sqrt{\check{\sigma}(u' - u)^2 + (v' - v)^2 - \sigma \check{\sigma}v'^2} \right), \quad \text{if } \check{\sigma} \neq 0
\]

\[
(I.7.9) \quad p = \frac{(u' - u)^2 - \sigma v'^2}{2(v' - v)}, \quad \text{if } \check{\sigma} = 0.
\]

**Proof.** Identity (I.7.6) is verified with CAS. For the second part, we observe that a cycle with the \( \check{\sigma} \)-focus \((u, v)\) passing through \((u', v')\) \( \in A \) has the parameters:

\[
k = 1, \quad l = u, \quad n = p, \quad m = 2\check{\sigma}pv' - u'^2 + 2uu' + \sigma v'^2.
\]

Then, the formula (I.7.7) is verified by the CAS calculation.

**Exercise I.7.12.** Check that:
I.7.3. Conformal Properties of Möbius Maps

i. The value of $p$ in (I.7.8) is the focal length of either of the two cycles, which are, in the parabolic case, upward or downward parabolas (corresponding to the plus or minus signs) with focus at $(u, v)$ and passing $(u', v')$.

ii. In the case $\sigma \bar{\sigma} = 1$, the length from the centre (I.7.6) becomes the standard elliptic or hyperbolic distance $(u - u')^2 - \sigma(v - v')^2$ obtained in (I.7.2). Since these expressions appeared both as distances and lengths they are widely used.

On the other hand, in the parabolic point space, we obtain three additional lengths besides distance (I.7.3):

$$l^2_c(y, y') = (u - u')^2 + 2vv' - \bar{\sigma}v^2$$

parametrised by three values $-1, 0$ or $-1$ of $\bar{\sigma}$ (cf. Remark I.3.11.i).

iii. The parabolic distance (I.7.3) can be expressed in terms of the focal length $p$ (I.7.8) as

$$d^2(y, y') = p^2 + 2(v - v')p,$$

an expression similar to (I.7.7).

I.7.3. Conformal Properties of Möbius Maps

All lengths $l(\overrightarrow{AB})$ in $\mathbb{A}$ from Definition I.7.9 are such that, for a fixed point $A$, every contour line $l(\overrightarrow{AB}) = c$ is a corresponding $\sigma$-cycle, which is a covariant object in the appropriate geometry. This is also true for distances if $\sigma = \bar{\sigma}$. Thus, we can expect some covariant properties of distances and lengths.

DEFINITION I.7.13. We say that a distance or a length $d$ is $\text{SL}_2(\mathbb{R})$-conformal if, for fixed $y, y' \in \mathbb{A}$, the limit

$$\lim_{t \to 0} \frac{d(g \cdot y, g \cdot (y + ty'))}{d(y, y + ty')},$$

where $g \in \text{SL}_2(\mathbb{R})$,

exists and its value depends only on $y$ and $g$ and is independent of $y'$.

Informally rephrasing this definition, we can say that a distance or length is $\text{SL}_2(\mathbb{R})$-conformal if a Möbius map scales all small intervals originating at a point by the same factor. Also, since a scaling preserves the shape of cycles, we can restate the $\text{SL}_2(\mathbb{R})$-conformality once more in familiar terms: small cycles are mapped to small cycles. To complete the analogy with conformality in the complex plane we note that preservation of angles (at least orthogonality) by Möbius transformations is automatic.

EXERCISE I.7.14. Show $\text{SL}_2(\mathbb{R})$-conformality in the following cases:

i. The distance (I.7.2) is conformal if and only if the type of point and cycle spaces are the same, i.e. $\sigma \bar{\sigma} = 1$. The parabolic distance (I.7.3) is conformal only in the parabolic point space.

ii. The lengths from centres (I.7.6) are conformal for any combination of values of $\sigma, \bar{\sigma}$ and $\bar{\sigma}$.

iii. The lengths from foci (I.7.7) are conformal for $\bar{\sigma} \neq 0$ and any combination of values of $\sigma$ and $\bar{\sigma}$.
The conformal property of the distance (I.7.2) and (I.7.3) from Proposition I.7.14.i is, of course, well known (see [48, 273]). However, the same property of non-symmetric lengths from Proposition I.7.14.ii and I.7.14.iii could hardly be expected. As a possible reason, one remarks that the smaller group $\text{SL}_2(\mathbb{R})$ (in comparison to all linear-fractional transforms of the whole $\mathbb{R}^2$) admits a larger number of conformal metrics, cf. Remark I.5.3.

The exception of the case $\tilde{\sigma} = 0$ from the conformality in I.7.14.iii looks disappointing at first glance, especially in the light of the parabolic Cayley transform considered later in Section I.10.3. However, a detailed study of algebraic structure invariant under parabolic rotations, see Chapter I.11, will remove obscurity from this case. Indeed, our Definition I.7.13 of conformality heavily depends on the underlying linear structure in $\mathbb{A}$—we measure a distance between points $y$ and $y + ty'$ and intuitively expect that it is always small for small $t$. As explained in Section I.11.4, the standard linear structure is incompatible with the parabolic rotations and thus should be replaced by a more relevant one. More precisely, instead of limits $y' \to y$ along the straight lines towards $y$, we need to consider limits along vertical lines, as illustrated in Fig. I.10.1 and Definition I.11.23.

We will return to the parabolic case of conformality in Proposition I.11.24. An approach to the parabolic point space and a related conformality based on infinitesimal cycles will be considered in Section I.7.6.

Remark I.7.15. The expressions of lengths (I.7.6) and (I.7.7) are generally non-symmetric and this is a price one should pay for their non-triviality. All symmetric distances lead only to nine two-dimensional Cayley–Klein geometries, see [94; 103; 104; 231; 273, App. B]. In the parabolic case, a symmetric distance of a vector $(u, v)$ is always a function of $u$ alone, cf. Remark I.7.21. For such a distance, a parabolic unit circle consists of two vertical lines (see dotted vertical lines in the second rows in Figs I.6.3 and I.6.5), which is not aesthetically attractive. On the other hand, the parabolic “unit cycles” defined by lengths (I.7.6) and (I.7.7) are parabolas, which makes the parabolic Cayley transform (see Section I.10.3) very natural.

We can also consider a distance between points in the upper half-plane which has a stronger property than $\text{SL}_2(\mathbb{R})$-conformality. Namely, the metric shall be preserved by $\text{SL}_2(\mathbb{R})$ action or, in other words, Möbius transformations are isometries for it. We will study such a metric in Chapter I.9.

I.7.4. Perpendicularity and Orthogonality

In a Euclidean space, the shortest distance from a point to a straight line is provided by the corresponding perpendicular. Since we have already defined various distances and lengths, we may use them for a definition of the respective notions of perpendicularity.

Definition I.7.16. Let $l$ be a length or a distance. We say that a vector $\overrightarrow{AB}$ is $l$-perpendicular to a vector $\overrightarrow{CD}$ if function $l(\overrightarrow{AB} + t\overrightarrow{CD})$ of a variable $t$ has a local extremum at $t = 0$, cf. Fig. I.1.10. This is denoted by $\overrightarrow{AB} \perp_{l} \overrightarrow{CD}$ or, simply, $\overrightarrow{AB} \perp \overrightarrow{CD}$ if the meaning of $l$ is clear from the context.
Exercise I.7.17. Check that:

i. \( l \)-perpendicularity is not a symmetric notion (i.e. \( \overrightarrow{AB} \times \overrightarrow{CD} \) does not imply \( \overrightarrow{CD} \times \overrightarrow{AB} \)), similar to \( f \)-orthogonality—see Section I.6.6.

ii. \( l \)-perpendicularity is linear in \( \overrightarrow{CD} \), i.e. \( \overrightarrow{AB} \times \overrightarrow{CD} \) implies \( \overrightarrow{AB} \times r\overrightarrow{CD} \) for any real non-zero \( r \). However, \( l \)-perpendicularity is not generally linear in \( \overrightarrow{AB} \), i.e. \( \overrightarrow{AB} \times \overrightarrow{CD} \) does not necessarily imply \( r\overrightarrow{AB} \times \overrightarrow{CD} \).

There is a connection between \( l \)-perpendicularity and \( f \)-orthogonality.

Lemma I.7.18. Let \( \overrightarrow{AB} \) be \( l_c \)-perpendicular (\( l_f \)-perpendicular) to a vector \( \overrightarrow{CD} \) for a length from the centre (from the focus) defined by the triple \((\sigma, \bar{\sigma}, \hat{\sigma})\). Then, the flat cycle (straight line) \( AB \) is \( \sigma \)-(\( f \))-orthogonal to the \( \sigma \)-cycle \( C_{\sigma}^\circ \) with \( \sigma \)-centre \((-\sigma)\)-focus) at \( A \) passing through \( B \). The vector \( \overrightarrow{CD} \) is tangent at \( B \) to the \( \sigma \)-implementation of \( C_{\sigma}^\circ \).

Proof. Consider the cycle \( C_{\sigma}^\circ \) with its \( \sigma \)-centre at \( A \) and passing \( B \) in its \( \sigma \)-implementation. This cycle \( C_{\sigma}^\circ \) is a contour line for a function \( l(X) = l_c(\overrightarrow{AX}) \) with the triple \((\sigma, \bar{\sigma}, \hat{\sigma})\). Therefore, the cycle separates regions where \( l(X) < l_c(\overrightarrow{AB}) \) and \( l(X) > l_c(\overrightarrow{AB}) \). The tangent line to \( C_{\sigma}^\circ \) at \( B \) (or, at least, its portion in the vicinity of \( B \)) belongs to one of these two regions, thus \( l(X) \) has a local extremum at \( B \). Therefore, \( \overrightarrow{AB} \) is \( l_c \)-perpendicular to the tangent line. The line \( AB \) is also \( \sigma \)-orthogonal to the cycle \( C_{\sigma}^\circ \) since it passes its \( \sigma \)-centre \( A \), cf. Exercise I.6.18.iv.

The second case of \( \overrightarrow{AB} \) and \( f \)-orthogonality can be considered similarly with the obvious change of centre to focus, cf. Proposition I.6.40.ii. \( \Box \)

Obviously, perpendicularity turns out to be familiar in the elliptic case, cf. Lemma I.7.20.ii. below. For the two other cases, the description is given as follows:

Exercise I.7.19. Let \( A = (u, v) \) and \( B = (u', v') \). Then

i. \( d \)-perpendicular (in the sense of (I.7.2)) to \( \overrightarrow{AB} \) in the elliptic or hyperbolic cases is a multiple of the vector

\[
\left( \sigma(v - v')^3 - (u - u')^2(v + v'(1 - 2\bar{\sigma}\hat{\sigma})) \right.
\]

\[
\left. \bar{\sigma}(u - u')^3 - (u - u')(v - v')(-2v' + (v + v')\hat{\sigma}) \right)
\]

which, for \( \sigma\bar{\sigma} = 1 \), reduces to the expected value \((v - v', \sigma(u - u'))\).

ii. \( d \)-perpendicular (in the sense of (I.7.3)) to \( \overrightarrow{AB} \) in the parabolic case is \((0, t), t \in \mathbb{R} \) which coincides with the Galilean orthogonality defined in [273, § 3].

iii. \( l_{c,\sigma} \)-perpendicular (in the sense of (I.7.6)) to \( \overrightarrow{AB} \) is a multiple of \((\sigma v' - \bar{\sigma} v, u - u')\).

iv. \( l_{f,\sigma} \)-perpendicular (in the sense of (I.7.7)) to \( \overrightarrow{AB} \) is a multiple of \((\sigma v' + p, u - u')\), where \( p \) is defined either by (I.7.8) or (I.7.9) for corresponding values of \( \sigma \).

Hint: Contour lines for all distances and lengths are cycles. Use implicit derivation of (I.4.1) to determine the tangent vector to a cycle at a point. Then apply the formula to a cycle which passes \((u', v')\) and is a contour line for a distance or length from \((u, v)\).\( \diamond \)

It is worth having an idea about different types of perpendicularity in terms of the standard Euclidean geometry. Here are some examples.
EXERCISE I.7.20. Let $\overrightarrow{AB} = u + iv$ and $\overrightarrow{CD} = u' + iv'$. Then:

(e) In the elliptic case, d-perpendicularity for $\tilde{\sigma} = -1$ means that $\overrightarrow{AB}$ and $\overrightarrow{CD}$ form a right angle, or, analytically, $uu' + vv' = 0$.

(p) In the parabolic case, $l_{f_{\tilde{\sigma}}}$-perpendicularity for $\tilde{\sigma} = 1$ means that $\overrightarrow{AB}$ bisects the angle between $\overrightarrow{CD}$ and the vertical direction, or, analytically,

(I.7.11) \[ u'u - v'p = u'u - v'\left(\sqrt{u^2 + v^2} - v\right) = 0, \]

where $p$ is the focal length (I.7.8).

(h) In the hyperbolic case, d-perpendicularity for $\tilde{\sigma} = -1$ means that the angles between $\overrightarrow{AB}$ and $\overrightarrow{CD}$ are bisected by lines parallel to $u = \pm v$, or, analytically, $u'u - v'v = 0$. Compare with Exercise I.6.3(A).

REMARK I.7.21. If one attempts to devise a parabolic length as a limit or an intermediate case for the elliptic $l_e = u^2 + v^2$ and hyperbolic $l_p = u^2 - v^2$ lengths, then the only possible guess is $l'_p = u^2$ (I.7.3), which is too trivial for an interesting geometry.

Similarly, the only orthogonality condition linking the elliptic $u_1u_2 + v_1v_2 = 0$ and the hyperbolic $u_1u_2 - v_1v_2 = 0$ cases from the above exercise seems to be $u_1u_2 = 0$ (see [273, § 3] and I.7.19.ii), which is again too trivial. This supports Remark I.3.11.ii.

I.7.5. Infinitesimal-radius Cycles

Although parabolic zero-radius cycles defined in I.5.13 do not satisfy our expectations for “smallness”, they are often technically suitable for the same purposes as elliptic and hyperbolic ones. However, we may want to find something which fits our intuition about “zero-sized” objects better. Here, we present an approach based on non-Archimedean (non-standard) analysis—see, for example, [56, 264] for a detailed exposition.

Following Archimedes, a (positive) infinitesimal number $x$ satisfies

(I.7.12) \[ 0 < nx < 1, \quad \text{for any} \quad n \in \mathbb{N}. \]

Apart from this inequality infinitesimals obey all other properties of real numbers. In particular, in our CAS computations, an infinitesimal will be represented by a positive real symbol and we replace some of its powers by zero if their order of infinitesimality will admit this. The existence of infinitesimals in the standard real analysis is explicitly excluded by the Archimedean axiom, therefore the theory operating with infinitesimals is known as non-standard or non-Archimedean analysis. We assume from now on that there exists an infinitesimal number $\epsilon$.

DEFINITION I.7.22. A cycle $C_\tilde{\sigma}^\epsilon$, such that $\det C_\tilde{\sigma}^\epsilon$ is an infinitesimal number, is called an infinitesimal radius cycle.

EXERCISE I.7.23. Let $\tilde{\sigma}$ and $\tilde{\hat{\sigma}}$ be two metric signs and let a point $(u_0, v_0) \in D$ with $v_0 > 0$. Consider a cycle $C_\tilde{\sigma}^\epsilon$ defined by

(I.7.13) \[ C_\tilde{\sigma}^\epsilon = (1, u_0, n, u_0^2 - \tilde{\sigma}n^2 + \epsilon^2), \]
where

\[ n = \begin{cases} 
\frac{v_0 - \sqrt{v_0^2 - (\hat{\sigma} - \bar{\sigma})\epsilon^2}}{\hat{\sigma} - \bar{\sigma}}, & \text{if } \hat{\sigma} \neq \bar{\sigma}, \\
\frac{\epsilon^2}{2v_0}, & \text{if } \hat{\sigma} = \bar{\sigma}.
\end{cases} \tag{I.7.14} \]

Then,

i. The point \((u_0, v_0)\) is \(\hat{\sigma}\)-focus of the cycle.

ii. The square of the \(\bar{\sigma}\)-radius is exactly \(-\epsilon^2\), i.e. \((I.7.13)\) defines an infinitesimal-radius cycle.

iii. The focal length of the cycle is an infinitesimal number of order \(\epsilon^2\).

**Hint:** Combining two quadratic equations (one defines the squared \(\bar{\sigma}\)-radius, another—\(v\)-coordinate of the focus), we found that \(n\) satisfies the equation:

\[(\hat{\sigma} - \bar{\sigma})n^2 - 2v_0 n + \epsilon^2 = 0.\]

Moreover, only the root from \((I.7.14)\) of the quadratic case \(\hat{\sigma} - \bar{\sigma} \neq 0\) gives an infinitesimal focal length. Then, we can find the \(m\) component of the cycle. The answer is also supported by CAS calculations. \(\diamondsuit\)

The graph of cycle \((I.7.13)\) in the parabolic space drawn at the scale of real numbers looks like a vertical ray starting at its focus, see Fig. I.7.1(a), due to the following result.

**Exercise I.7.24.** The infinitesimal cycle \((I.7.13)\) consists of points which are infinitesimally close (in the sense of length from focus \((I.7.7)\)) to its focus \(F = (u_0, v_0)\):

\[(I.7.15) \quad (u_0 + \epsilon u, v_0 + v_0 u^2 + ((\hat{\sigma} - \bar{\sigma})u^2 - \bar{\sigma})\frac{\epsilon^2}{4v_0} + O(\epsilon^3)).\]

Note that points below \(F\) (in the ordinary scale) are not infinitesimally close to \(F\) in the sense of length \((I.7.7)\), but are in the sense of distance \((I.7.3)\). Thus, having the set of points on the infinitesimal distance from an unknown point \(F\) we are not able to identify \(F\). However, this is possible from the set of points on the infinitesimal length from \(F\). Figure I.7.1(a) shows elliptic, hyperbolic concentric and parabolic confocal cycles of decreasing radii which shrink to the corresponding infinitesimal-radius cycles.

It is easy to see that infinitesimal-radius cycles have properties similar to zero-radius ones, cf. Lemma I.5.20.

**Exercise I.7.25.** The image of \(\text{SL}_2(\mathbb{R})\)-action on an infinitesimal-radius cycle \((I.7.13)\) by conjugation \((I.4.7)\) is an infinitesimal-radius cycle of the same order. The image of an infinitesimal cycle under cycle conjugation is an infinitesimal cycle of the same or lesser order.

Consideration of infinitesimal numbers in the elliptic and hyperbolic cases should not bring any advantages since the (leading) quadratic terms in these cases are non-zero. However, non-Archimedean numbers in the parabolic case provide a more intuitive and efficient presentation. For example, zero-radius cycles are not helpful for the parabolic Cayley transform (see Section I.10.3), but infinitesimal cycles are their successful replacements. Another illustration is the second part of the following result as a useful substitution for Exercise I.6.6.iv.
I.7. METRIC INVARIANTS IN UPPER HALF-PLANES

**Figure I.7.1.** Zero-radius cycles and the “phase” transition. (a) Zero-radius cycles in elliptic (black point) and hyperbolic (the red light cone) cases. The infinitesimal-radius parabolic cycle is the blue vertical ray starting at the focus. (b) Elliptic-parabolic-hyperbolic phase transition between fixed points of a subgroup. Two fixed points of an elliptic subgroup collide to a parabolic double point on the boundary and then decouple into two hyperbolic fixed points on the unit disk.

**Exercise I.7.26.** Let \( C^s \) be the infinitesimal cycle (I.7.13) and \( \tilde{C}^s = (k, l, n, m) \) be a generic cycle. Then:

i. Both the orthogonality condition \( C^s \perp \tilde{C}^s \) (I.6.1) and the f-orthogonality \( \tilde{C}^s \vdash C^s \) (I.6.15) are given by

\[
ku_0^2 - 2lu_0 + m = O(\epsilon).
\]

In other words, the cycle \( \tilde{C}^s \) has the real root \( u_0 \).

ii. The f-orthogonality (I.6.15) \( C^s \vdash \tilde{C}^s \) is given by

(I.7.16)

\[
ku_0^2 - 2lu_0 - 2nv_0 + m = O(\epsilon).
\]

In other words, the cycle \( \tilde{C}^s \) passes the focus \((u_0, v_0)\) of the infinitesimal cycle in the p-implementation.

It is interesting to note that the exotic f-orthogonality became a matching replacement for the usual one for infinitesimal cycles. Unfortunately, f-orthogonality is more fragile. For example, it is not invariant under a generic cycle conjugation (Exercise I.6.38) and, consequently, we cannot use an infinitesimal-radius cycle to define a new parabolic inversion besides those shown in Fig. I.6.4(c).

**I.7.6. Infinitesimal Conformality**

An intuitive idea of conformal maps, which is often provided in complex analysis textbooks for illustration purposes, is that they “send small circles into small circles
with respective centres”. Using infinitesimal cycles, one can turn it into a precise definition.

**Definition I.7.27.** A map of a region of \( A \) to another region is \( l \)-infinitesimally conformal for a length \( l \) (in the sense of Definition I.7.9) if, for any \( l \)-infinitesimal cycle,

i. its image is an \( l \)-infinitesimal cycle of the same order and

ii. the image of its centre or focus is displaced from the centre or focus of its image by an infinitesimal number of a greater order than its radius.

**Remark I.7.28.** Note that, in comparison with Definition I.7.13, we now work “in the opposite direction”. Formerly, we had the fixed group of motions and looked for corresponding conformal lengths and distances. Now, we take a distance or length (encoded in the infinitesimally-equidistant cycle) and check which motions respect it.

Natural conformalities for lengths from the centre in the elliptic and parabolic cases are already well studied. Thus, we are mostly interested here in conformity in the parabolic case, where lengths from the focus are more relevant. The image of an infinitesimal cycle (I.7.13) under \( SL_2(\mathbb{R}) \)-action is a cycle. Moreover, it is again an infinitesimal cycle of the same order by Exercise I.7.25. This provides the first condition of Definition I.7.27. The second part fulfils as well.

**Exercise I.7.29.** Let \( \tilde{C}_\sigma \) be the image under \( g \in SL_2(\mathbb{R}) \) of an infinitesimal cycle \( C_\sigma \) from (I.7.13). Then, the \( \tilde{\sigma} \)-focus of \( \tilde{C}_\sigma \) is displaced from \( g(u_0, v_0) \) by infinitesimals of order \( \epsilon^2 \), while both cycles have \( \tilde{\sigma} \)-radius of order \( \epsilon \).

Consequently, \( SL_2(\mathbb{R}) \)-action is infinitesimally-conformal in the sense of Definition I.7.27 with respect to the length from the focus (Definition I.7.9) for all combinations of \( \sigma, \tilde{\sigma} \) and \( \tilde{\sigma} \).

Infinitesimal conformality seems to be intuitively close to Definition I.7.13. Thus, it is desirable to understand a reason for the absence of exclusion clauses in Exercise I.7.29 in comparison with Exercise I.7.14.iii.

**Exercise I.7.30.** Show that, for lengths from foci (I.7.7) and \( \tilde{\sigma} = 0 \), the limit (I.7.10) at point \( y_0 = u_0 + iv_0 \) does exist but depends on the direction \( y = u + iv \):

\[
\lim_{t \to 0} \frac{d(g \cdot y_0, g \cdot (y_0 + ty))}{d(y_0, y_0 + ty)} = \frac{1}{(d + cu_0)^2 + \sigma c^2 v_0^2 - 2Kc v_0(d + cu_0)},
\]

where \( K = \frac{u}{v} \) and \( g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \). Thus, the length is not conformal.

However, if we consider points (I.7.15) of the infinitesimal cycle, then \( K = \frac{\epsilon u}{v_0 u^2} = \frac{\epsilon}{v_0 u} \). Thus, the value of the limit (I.7.17) at the infinitesimal scale is independent of \( y = u + iv \). It also coincides (up to an infinitesimal number) with the value in (I.11.27), which is defined through a different conformal condition.

Infinitesimal cycles are also a convenient tool for calculations of invariant measures, Jacobians, etc.
Remark I.7.31. There are further connections between the infinitesimal number $\epsilon$ and the dual unit $\varepsilon$. Indeed, in non-standard analysis, $\epsilon^2$ is a higher-order infinitesimal than $\epsilon$ and can effectively be treated as 0 at the infinitesimal scale of $\epsilon$. Thus, it is simply a more relaxed version of the defining property of the dual unit $\varepsilon^2 = 0$. This explains why many results of differential calculus can be deduced naturally within a dual numbers framework [41], which naturally absorbs many proofs from non-standard analysis.

Using this analogy between $\epsilon$ and $\varepsilon$, we can think about the parabolic point space $\mathbb{D}$ as a model for a subset of hyperreal numbers $\mathbb{R}^*$ having the representation $x + \varepsilon y$, with $x$ and $y$ being real. Then, a vertical line in $\mathbb{D}$ (a special line, in Yaglom’s terms [273]) represents a monad, that is, the equivalence class of hyperreals, which are different by an infinitesimal number. Then, a Möbius transformation of $\mathbb{D}$ is an analytic extension of the Möbius map from the real line to the subset of hyperreals.

The graph of a parabola is a section, that is, a “smooth” choice of a hyperreal representative from each monad. Geometric properties of parabolas studied in this work correspond to results about such choices of representatives and their invariants under Möbius transformations. It will be interesting to push this analogy further and look for a flow of ideas in the opposite direction: from non-standard analysis to parabolic geometry.
LECTURE I.8

Global Geometry of Upper Half-Planes

So far, we have been interested in the individual properties of cycles and (relatively) localised properties of the point space. We now describe some global properties which are related to the set of cycles as a whole.

I.8.1. Compactification of the Point Space

In giving Definitions I.4.10 and I.4.11 of the maps $Q$ and $M$ on the cycle space, we did not properly consider their domains and ranges. For example, the point $(0, 0, 0, 1) \in \mathbb{P}^3$ is transformed by $Q$ to the equation $1 = 0$, which is not a valid equation of a conic section in any point space $\mathbb{A}$. We have also not yet accurately investigated singular points of the Möbius map (I.3.24). It turns out that both questions are connected.

One of the standard approaches [217, § 1] for dealing with singularities of Möbius maps is to consider projective coordinates on the real line. More specifically, we assign, cf. Section I.4.4.1, a point $x \in \mathbb{R}$ to a vector $(x, 1)$, then linear-fractional transformations of the real line correspond to linear transformations of two-dimensional vectors, cf. (I.1.1) and (I.4.9). All vectors with a non-zero second component can be mapped back to the real line. However, vectors $(x, 0)$ do not correspond to real numbers and represent the ideal element, see [237, Ch. 10] for a pedagogical introduction. The union of the real line with the ideal element produces the compactified real line. A similar construction is known for Möbius transformations of the complex plain and its compactification.

Since we already have a projective space of cycles, we may use it as a model for compactification of point spaces as well, as it turns out to be even more appropriate and uniform in all EPH cases. The identification of points with zero-radius cycles, cf. Exercise I.5.18, plays an important rôle here.

DEFINITION I.8.1. The only irregular point $(0, 0, 0, 1) \in \mathbb{P}^3$ of the map $Q$ is called the zero-radius cycle at infinity and is denoted by $Z_\infty$.

EXERCISE I.8.2. Check the following:

i. $Z_\infty$ is the image of the zero-radius cycle $Z_{(0,0)} = (1, 0, 0, 0)$ at the origin under reflection (inversion) into the unit cycle $(1, 0, 0, -1)$—see blue cycles in Fig. I.6.4(b)–(d).

ii. The following statements are equivalent:
   (a) A point $(u, v) \in \mathbb{A}$ belongs to the zero-radius cycle $Z_{(0,0)}$ centred at the origin.
   (b) The zero-radius cycle $Z_{(u,v)}$ is $\sigma$-orthogonal to the zero-radius cycle $Z_{(0,0)}$.
(c) The inversion $z \mapsto \frac{1}{z}$ in the unit cycle is singular in the point $(u, v)$.
(d) The image of $Z(u, v)$ under inversion in the unit cycle is orthogonal to $Z_\infty$.

If any one of the above statements is true, we also say that the image of $(u, v)$ under inversion in the unit cycle belongs to the zero-radius cycle at infinity.

**Hint:** These can be easily obtained by direct calculations, even without a CAS.

---

**Figure I.8.1.** Compactification of $\mathbb{A}$ and stereographic projections in
(a) elliptic (b) parabolic and (c) hyperbolic point spaces. The stereographic projection from the point $S$ defines the one-to-one map $P \leftrightarrow Q$ between points of the plane (point space) and the model—surfaces of constant curvature. The red point and lines correspond to the light cone at infinity—the ideal elements of the model.

In the elliptic case, the compactification is done by adding to $\mathbb{C}$ a single point $\infty$ (infinity), which is, of course, the elliptic zero-radius cycle. However, in the parabolic and hyperbolic cases, singularities of the inversion $z \mapsto \frac{1}{z}$ are not localised in a single point. Indeed, the denominator is a zero divisor for the whole zero-radius cycle. Thus, in each EPH case, the correct compactification is made by the union $\mathbb{A} \cup Z_\infty$.

It is common to identify the compactification $\hat{\mathbb{C}}$ of the space $\mathbb{C}$ with a Riemann sphere. This model can be visualised by the stereographic projection (or polar projection) as follows—see Fig. I.8.1(a) and [25, §18.1.4] for further details. Consider a unit sphere with a centre at the origin of $\mathbb{R}^3$ and the horizontal plane passing the centre. Any non-tangential line passing the north pole $S$ will intersect the sphere at another point $P$ and meet the plane at a point $Q$. This defines a one-to-one correspondence of the plane and the sphere within point $S$. If point $Q$ moves far from the origin the point $P$ shall approach $S$. Thus it is natural to associate $S$ with infinity.

A similar model can also be provided for the parabolic and hyperbolic spaces—see Fig. I.8.1(b),(c) and further discussion in [103; 273, §10]. Indeed, the space $\mathbb{A}$ can be identified with a corresponding surface of constant curvature: the sphere ($\sigma = -1$), the cylinder (Fig. I.8.1(b), $\sigma = 0$), or the one-sheet hyperboloid (Fig. I.8.1(c), $\sigma = 1$).
The map of a surface to $\mathbb{A}$ is given by the polar projection—see Fig. I.8.1(a–c) as well as [103, Fig. 1; 273, Figs 129, 135, 179]. The ideal elements which do not correspond to any point of the plane are shown in red in Fig. I.8.1. As we may observe, these correspond exactly to the zero-radius cycles in each case: the point (elliptic), the line (parabolic) and two lines, that is, the light cone (hyperbolic) at infinity. These surfaces provide “compact” models of the corresponding $\mathbb{A}$ in the sense that Möbius transformations which are lifted from $\mathbb{A}$ to the constant curvature surface by the polar projection are not singular on these surfaces. A modern presentation of the hyperbolic case and its quantum field interpretation can be found in [239].

A more accurate realisation of compact models can be achieved through zero-radius cycles. Exercise I.5.18 tells that a point $u + i v$ of $\mathbb{C}(\mathbb{D}, \mathbb{O})$ can be identified with the elliptic (elliptic, hyperbolic) centre of the zero-radius cycle $(1, u, v, u^2 - \sigma v^2)$. Then, ideal elements at infinity can be associated with zero-radius cycles which do not have finite centres, that is a cycle $C = (k, l, m, n)$ such that:

(I.8.0a) \[ \det_\sigma C = 0 \quad \text{and} \quad k = 0. \]

Note that those cycles admit neither $k$-normalisation nor $\det_\sigma$-normalisation.

**Exercise I.8.2(a).** Check the following:

(e) For $\sigma = -1$, there is the unique cycle $(0, 0, 0, 1)$ satisfying (I.8.0a), which represents the point at infinity $Z_\infty$ of $\mathbb{C}$.

(p) For $\sigma = 0$, all cycles satisfying (I.8.0a) are

(a) The straight line at infinity $Z_\infty = (0, 0, 0, 1)$ representing the pole $S$.

(b) Cycles $(0, 0, n, 1)$ parametrised by a real number $n \neq 0$ representing ideal elements different from the pole $S$.

(c) The cycle $(0, 0, 1, 0)$ representing the point, which compactifies the line at infinity.

(h) For $\sigma = 1$, all cycles satisfying (I.8.0a) are:

(a) The light cone at infinity $Z_\infty = (0, 0, 0, 1)$, representing its vertex.

(b) Cycles $(0, l, l, 1)$ and $(0, l, -l, 1)$ parametrised by a real $l \neq 0$ and representing points of $Z_\infty$ different from its vertex.

(c) Cycles $(0, 1, l, 0)$ and $(0, 1, -l, 0)$, which compactify the above lines forming the light cone at infinity.

The following observations justify our above classification in the parabolic and hyperbolic cases:

i. Cycles listed in clauses (b) and (c) represent ideal elements, but have non-empty footprint at the finite part of the point space. In contrast, no finite points belong to cycles from clauses (a).

ii. Consider the inversion in the unit cycle $(1, 0, 0, -1)$ which maps a cycle $(k, l, m, n)$ to $(m, l, n, k)$. Cycles listed in clauses (a) and (b) are mapped by the inversion to cycles representing finite points, that is cycles having finite centres. In contrast, the cycles from the clauses (c) are invariant under the inversion, thus represent the same ideal objects after the inversion. As a consequence the later ideal elements are often missed, see the discussion of this in [115] for the hyperbolic case.
Furthermore, the hyperbolic case has its own caveats which may be easily overlooked as in [103, 239], for example. A compactification of the hyperbolic space $\mathbb{H}$ by a light cone—the hyperbolic zero-radius cycle—at infinity will, indeed, produce a closed Möbius-invariant object or a model of two-dimensional conformal space-time. However, it will not be satisfactory for reasons explained in the next section.

### I.8.2. (Non)-Invariance of The Upper Half-Plane

There is an important difference between the hyperbolic case and the others.

**Exercise I.8.3.** In the elliptic and parabolic cases, the upper half-plane in $\mathbb{H}$ is preserved by Möbius transformations from $\text{SL}_2(\mathbb{R})$. However, in the hyperbolic case, any point $(u, v)$ with $v > 0$ can be mapped to an arbitrary point $(u', v')$ with $v' \neq 0$.

This is illustrated in Fig. I.1.3. Any cone from the family (I.3.29) intersect both planes $EE'$ and $PP'$ over a connected curve ($K$-orbit—a circle and parabola, respectively) belonging to a half-plane. However, the intersection of a two-sided cone with the plane $HH'$ is two branches of a hyperbola in different half-planes (only one of them is shown in Fig. I.1.3). Thus, a rotation of the cone produces a transition of the intersection point from one half-plane to another and back again.

![Diagram](image)

**Figure I.8.2.** Six frames from a continuous transformation from the future to the past parts of the light cone. Animations as GIF and PDF (requires Acroreader) are provided on the accompanying DVD.

The lack of invariance of the half-planes in the hyperbolic case has many important consequences in seemingly different areas, for example:
**Geometry:** \( \mathbb{O} \) is not split by the real axis into two disjoint pieces: there are continuous paths (through the light cone at infinity) from the upper half-plane to the lower one which do not cross the real axis, cf. a sine-like curve consisting of two branches of a hyperbola in Fig. I.8.3(a).

**Physics:** There is no Möbius-invariant way to separate the “past” and “future” parts of the light cone [242, Ch. II], i.e. there is a continuous family of Möbius transformations reversing the arrow of time and breaking causal orientation. For example, the family of matrices \( \begin{pmatrix} 1 & -te_1 \\ te_1 & 1 \end{pmatrix}, \ t \in [0, \infty) \) provides such a transformation. Figure I.8.2 illustrates this by the corresponding images for six subsequent values of \( t \).

**Analysis:** There is no possibility of splitting the \( L^2(\mathbb{R}) \) space of functions into a direct sum of the Hardy-type space of functions having an analytic extension into the upper half-plane and its non-trivial complement, i.e. any function from \( L^2(\mathbb{R}) \) has an “analytic extension” into the upper half-plane in the sense of hyperbolic function theory—see [134].

![Figure I.8.3](image_url)

**Figure I.8.3.** Hyperbolic objects in the double cover of \( \mathbb{O} \). If we cross the light cone at infinity from one sheet, then we will appear on the other. The shaded region is the two-fold cover of the upper half-plane on (a) and the unit disk on (b). These regions are Möbius-invariant.

All of the above problems can be resolved in the following way—see [134, § A.3; 242, § III.4]. We take two copies \( \mathbb{O}^+ \) and \( \mathbb{O}^- \) of the hyperbolic point space \( \mathbb{O} \), depicted by the squares \( ACA'C'' \) and \( A'C'A''C'' \) in Fig. I.8.3, respectively. The boundaries of these squares are light cones at infinity and we glue \( \mathbb{O}^+ \) and \( \mathbb{O}^- \) in such a way that the construction is invariant under the natural action of the Möbius transformation. This is achieved if the letters \( A, B, C, D, E \) in Fig. I.8.3 are identified regardless of the number of primes attached to them.

This aggregate, denoted by \( \tilde{\mathbb{O}} \), is a two-fold cover of \( \mathbb{O} \). The hyperbolic “upper” half-plane \( \tilde{\mathbb{O}}^+ \) in \( \tilde{\mathbb{O}} \) consists of the upper half-plane in \( \mathbb{O}^+ \) and the lower one in \( \mathbb{O}^- \), shown as a shaded region in Fig. I.8.3(a). It is Möbius-invariant and has a matching
complement in $\tilde{\mathbb{O}}$. More formally,

\[
\tilde{\mathbb{O}}^+ = \{(u, v) \in \mathbb{O}^+ \mid u > 0\} \cup \{(u, v) \in \mathbb{O}^- \mid u < 0\}.
\]

The hyperbolic “upper” half-plane is bounded by two disjoint “real” axes denoted by $\text{AA}'$ and $\text{C}'\text{C}''$ in Fig. I.8.3(a).

**Remark I.8.4.** The hyperbolic orbit of the subgroup $K$ in $\tilde{\mathbb{O}}$ consists of two branches of the hyperbola passing through $(0, v)$ in $\mathbb{O}^+$ and $(0, -v^{-1})$ in $\mathbb{O}^-$—see the sine-like curve in Fig. I.8.3(a). If we watch the continuous rotation of a straight line generating a cone (I.3.29) then its intersection with the plane $\text{HH}'$ in Fig. I.1.3(b) will draw both branches. As mentioned in Remark I.3.17.ii, they have the same focal length and form a single $K$-orbit.

![Figure I.8.4. Double cover of the hyperbolic space, cf. Fig. I.8.1(c). The second hyperboloid is shown as a blue skeleton. It is attached to the first one along the light cone at infinity, which is represented by two red lines. A crossing of the light cone implies a transition from one hyperboloid to another.](image)

The corresponding model through a stereographic projection is presented in Fig. I.8.4. In comparison with the single hyperboloid in Fig. I.8.1(c), we add the second hyperboloid intersecting the first one over the light cone at infinity. A crossing of the light cone in any direction implies a swap of hyperboloids, cf. the flat map in Fig. I.8.3. A similar conformally-invariant two-fold cover of the Minkowski space-time was constructed in [242, §III.4] in connection with the red shift problem in extragalactic astronomy—see Section I.8.4 for further information.

**I.8.3. Optics and Mechanics**

We have already used many physical terms (light cone, space-time, etc.) to describe the hyperbolic point space. It will be useful to outline more physical connections for all EPH cases. Our list may not be exhaustive, but it illustrates that $\text{SL}_2(\mathbb{R})$ not only presents some distinct areas but also links them in a useful way.
I.8.3.1. Optics. Consider an optical system consisting of centred lenses. The propagation of rays close to the symmetry axis through such a device is the subject of paraxial optics. See [88, Ch. 2] for a pedagogical presentation of matrix methods in this area—we give only a briefly outline here. A ray at a certain point can be described by a pair of numbers \( P = (y, V) \) in respect to the symmetry axis \( A \)—see Fig. I.8.5. Here, \( y \) is the height (positive or negative) of the ray above the axis \( A \) and \( V = n \cos \nu \), where \( \nu \) is the angle of the ray with the axis and \( n \) is the refractive index of the medium.

<table>
<thead>
<tr>
<th>System</th>
<th>Transfer matrices</th>
</tr>
</thead>
</table>
| ![System](image1) | Propagation in a homogeneous and isotropic medium with refractive index \( n \):
| & \[
\begin{pmatrix}
y_2 \\
V_2
\end{pmatrix} = \begin{pmatrix}
1 & t/n \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
y_1 \\
V_1
\end{pmatrix}
\] |
| ![System](image2) | A circular boundary between two regions with refractive indices \( n_1 \) and \( n_2 \):
| & \[
\begin{pmatrix}
y_2 \\
V_2
\end{pmatrix} = \begin{pmatrix}
1 & 0 \\
\frac{n_1 - n_2}{r} & 1
\end{pmatrix}
\begin{pmatrix}
y_1 \\
V_1
\end{pmatrix}
\] |
| ![System](image3) | A ray emitted from the focal plane. The output direction \( V_2 \) depends only on \( y_1 \):
| & \[
\begin{pmatrix}
y_2 \\
V_2
\end{pmatrix} = \begin{pmatrix}
a & b \\
c & d
\end{pmatrix}
\begin{pmatrix}
y_1 \\
V_1
\end{pmatrix}
\] |

**Figure I.8.5.** Some elementary optical systems and their transfer matrices

The paraxial approximation to geometric optics provides a straightforward recipe for evaluating the output components from the given data:

\[
\left(\begin{array}{c}
y_2 \\
V_2
\end{array}\right) = \begin{pmatrix}
a & b \\
c & d
\end{pmatrix}
\left(\begin{array}{c}
y_1 \\
V_1
\end{array}\right), \quad \text{for some } \begin{pmatrix}
a & b \\
c & d
\end{pmatrix} \in SL_2(\mathbb{R}).
\]

If two paraxial systems are aggregated one after another, then the composite is described by the product of the respective transfer matrices of the subsystems. In other words, we obtained an action of the group \( SL_2(\mathbb{R}) \) on the space of rays. More complicated optical systems can be approximated locally by paraxial models.

There is a covariance of the theory generated by the conjugation automorphism \( g : g' \mapsto gg'g^{-1} \) of \( SL_2(\mathbb{R}) \). Indeed, we can simultaneously replace rays by \( gP \) and a system’s matrices by \( gAg^{-1} \) for any fixed \( g \in SL_2(\mathbb{R}) \). Another important invariant can be constructed as follows. For matrices from \( SL_2(\mathbb{R}) \), we note the remarkable relation

\[
J^{-1}AJ = (A^{-1})^T, \quad \text{where } A \in SL_2(\mathbb{R}) \text{ and } J = \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}.
\]
Subsequently, we define a symplectic form on $\mathbb{R}^2$ using the matrix $J$:

\[(I.8.4) \quad y\tilde{V} - \tilde{y}V = \tilde{P}^T JP, \quad \text{where} \quad P = \begin{pmatrix} y \\ V \end{pmatrix}, \quad \tilde{P} = \begin{pmatrix} \tilde{y} \\ \tilde{V} \end{pmatrix} \in \mathbb{R}^2.\]

Then, this form is invariant under the $SL_2(\mathbb{R})$-action (I.8.2), due to (I.8.3):

\[
\tilde{P}_1^T J P_1 = (A\tilde{P})^T J AP = \tilde{P}^T A^T J AP = \tilde{P}^T J (J^{-1} A^T J) AP = \tilde{P}^T J A^{-1} AP = \tilde{P}^T JP,
\]

where $P_1 = AP$ and $\tilde{P}_1 = A\tilde{P}$. In other words, the symplectic form is an invariant of the covariant action of $SL_2(\mathbb{R})$ on the optical system, cf. Exercise I.4.20.iii.

**Example I.8.5.** The matrix $J$ (I.8.3) belongs to the subgroup $K$. It is a transfer matrix between two focal planes of a system, cf. [88, § II.8.2]. It swaps components of the vector $(y, V)$, therefore the ray height $y_2$ at the second focal plane depends only on the ray angle $V_1$ in the first, and vice versa.

**I.8.3.2. Classical Mechanics.** A Hamiltonian formalism in classical mechanics was motivated by an analogy between optics and mechanics—see [7, § 46]. For a one-dimensional system, it replaces the description of rays through $(y, V)$ by a point $(q, p)$ in the phase space $\mathbb{R}^2$. The component $q$ gives the coordinate of a particle and $p$ is its momentum.

Paraxial optics corresponds to transformations of the phase space over a fixed period of time $t$ under quadratic Hamiltonians. They are also represented by linear transformations of $\mathbb{R}^2$ with matrices from $SL_2(\mathbb{R})$, preserve the symplectic form (I.8.3) and are covariant under the linear changes of coordinates in the phase space with matrices from $SL_2(\mathbb{R})$.

For a generic Hamiltonian, we can approximate it by a quadratic one at the infinitesimal scale of phase space and time interval $t$. Thus, the symplectic form becomes an invariant object in the tangent space of the phase space. There is a wide and important class of non-linear transformations of the phase space whose derived form preserves the symplectic form on the tangent space to every point. They are called canonical transformations. In particular, Hamiltonian dynamics is a one-parameter group of canonical transformations.

**Example I.8.6.** The transformation of the phase space defined by the matrix $J$ (I.8.3) is provided by the quadratic Hamiltonian $q^2 + p^2$ of the harmonic oscillator. Similarly to the optical Example I.8.5, it swaps the coordinates and momenta of the system, rotating the phase space by 90 degrees.

**I.8.3.3. Quantum Mechanics.** Having a transformation $\phi$ of a set $X$ we can always extend it to a linear transformation $\phi^*$ in a function space defined on $X$ through the “change of variables”: $[\phi^* f](x) = f(\phi(x))$. Using this for transformations of the phase space, we obtain a language for working with statistical ensembles: functions on $X$ can describe the probability distribution on the set.

However, there is an important development of this scheme for the case of a homogeneous space $X = G/H$. We use maps $p : G \to G/H$, $s : X \to G$ and $r : G \to H$ defined in Subsection I.2.2.2. Let $\chi : H \to B(V)$ be a linear representation of $H$ in a...
vector space $V$. Then, $\chi$ induces a linear representation of $G$ in a space of $V$-valued functions on $X$ given by the formula (cf. [123, § 13.2.(7)–(9)])

\[(I.8.5) \quad [\rho_{\chi}(g)f](x) = \chi(r(g^{-1} * s(x))) f(g^{-1} \cdot x),\]

where $g \in G$, $x \in X$ and $h \in H$. “$*$” denotes multiplication on $G$ and “$\cdot$” denotes the action (I.2.3) of $G$ on $X$ from the left.

One can build induced representations for the action $SL_2(\mathbb{R})$ on the classical phase space and, as a result, quantum mechanics emerges from classical mechanics [159,162]. The main distinction between the two mechanics is encoded in the factor $\chi(r(g^{-1} * s(x)))$ in (II.3.6). If this term takes complex values then there is self-interaction of functions in linear combinations. Such an effect is natural for wave packets rather than the classical statistical distributions. It is the common believe that non-commutativity of observables is the characteristic feature of quantum mechanics, however a closer consideration [163] reveals the key role of complex numbers instead.

**Example I.8.7.** Let us return to the matrix $J$ (I.8.3) and its action on the phase space from Example I.8.6. In standard quantum mechanics, the representation (II.3.6) is induced by a complex-valued character of the subgroup $K$. Consequently, the action of $J$ is $[\rho_{\chi}(J)f](p,q) = if(−p,q)$. There are eigenfunctions $w_n(q,p) = (q + ip)^n$ of this action and the respective eigenvalues compose the energy spectrum of a quantum harmonic oscillator. A similar discreteness is responsible for the appearance of spectral lines in the light emission by the atoms of chemical elements.

### I.8.4. Relativity of Space-Time

Relativity describes an invariance of a kinematics with respect to a group of transformations, generated by transitions from one admissible reference system to another. Obviously, it is a counterpart of the Erlangen programme in physics and can be equivalently stated: a physical theory studies invariants under a group of transformations, acting transitively on the set of admissible observers. One will admit that group invariance is much more respected in physics than in mathematics.

We saw an example of $SL_2(\mathbb{R})$ (symplectic) invariance in the previous section. The main distinction is that the transformations in kinematic relativity involve time components of space-time, while mechanical covariance was formulated for the phase space.

There are many good sources with a comprehensive discussion of relativity—see, for example, [29,273]. We will briefly outline the main principles, only restricting ourselves to two-dimensional space-time with a one-dimensional spatial component. We also highlight the role of subgroups $N'$ and $A'$ in the relativity formulation to make a closer connection to the origin of our development—cf. Section I.3.3.

**Example I.8.8 (Galilean relativity of classical mechanics).** Denote by $(t,x)$ coordinates in $\mathbb{R}^2$, which is identified with space-time. Specifically, $t$ denotes time and $x$ the spatial component. Then, the Galilean relativity principle tells us that the laws of mechanics will be invariant under the shifts of the reference point and the following
linear transformations:

(I.8.6) \[
\begin{pmatrix} t' \\ x' \\
\end{pmatrix} = \begin{pmatrix} \frac{1}{v} & 0 \\ v & 1 \\
\end{pmatrix}
\begin{pmatrix} t \\ x \\
\end{pmatrix} = G_v \begin{pmatrix} t \\ x \\
\end{pmatrix},
\]

where \( G_v \in \text{SL}_2(\mathbb{R}) \).

This map translates events to another reference system, which is moving with a constant speed \( v \) with respect to the first one. The matrix \( G_v \) in (I.8.6) belongs to the subgroup \( N' \) (I.3.11).

It is easy to see directly that parabolic cycles make an invariant family under the transformations (I.8.6). These parabolas are graphs of particles moving with a constant acceleration; the acceleration is the reciprocal of the focal length of this parabola (up to a factor). Thus, movements with a constant acceleration \( a \) form an invariant class in Galilean mechanics. A particular case is \( a = 0 \), that is, a uniform motion, which is represented by non-vertical straight lines. Each such line can be mapped to another by a Galilean transformation.

The class of vertical lines, representing sets of simultaneous events, is also invariant under Galilean transformations. In other words, Galilean mechanics possesses the absolute time which is independent from spatial coordinates and their transformations. See [273, § 2] for a detailed examination of Galilean relativity.

A different type class of transformations, discovered by Lorentz and Poincare, is admitted in Minkowski space-time.

**Example I.8.9 (Lorentz–Poincare).** We again take the space-time \( \mathbb{R}^2 \) with coordinates \((t, x)\), but consider linear transformations associated to elements of subgroup \( \Lambda' \):

(I.8.7) \[
\begin{pmatrix} t' \\ x' \\
\end{pmatrix} = \frac{1}{\sqrt{1-v^2}} \begin{pmatrix} t - vx \\ -vt + x \\
\end{pmatrix}, \quad \text{where} \quad L_x = \frac{1}{\sqrt{1-v^2}} \begin{pmatrix} 1 & -v \\ -v & 1 \\
\end{pmatrix}.
\]

The physical meaning of the transformation is the same: they provide a transition from a given reference system to a new one moving with a velocity \( v \) with respect to the first. The relativity principle again requires the laws of mechanics to be invariant under Lorentz–Poincare transformations generated by (I.8.7) and shifts of the reference point.

The admissible values \( v \in (-1, 1) \) for transformations (I.8.7) are bounded by 1, which serves as the speed of light. Velocities greater than the speed of light are not considered in this theory. The fundamental object preserved by (I.8.7) is the light cone:

(I.8.8) \[
C_0 = \{(t, x) \in \mathbb{R}^2 \mid t = \pm x\}.
\]

More generally, the following quadratic form is also preserved:

\[
d_h(t, x) = t^2 - x^2.
\]

The light cone \( C_0 \) is obviously the collection of points \( d_h(t, x) = 0 \). For other values, we obtain hyperbolas with asymptotes formed by \( C_0 \). The light cone separates areas of space-time where \( d_h(t, x) > 0 \) or \( d_h(t, x) < 0 \). The first consists of time-like intervals and the second of space-like ones. They can be transformed by (I.8.7) to pure time \((t, 0)\) or pure space \((0, x)\) intervals, respectively. However, no mixing between intervals of different kinds is admitted by Lorentz–Poincare transformations.
Furthermore, for time-like intervals, there is a preferred direction which assigns the meaning of the future (also known as the arrow of time) to one half of the cone consisting of time-like intervals, e.g. if the t-component is positive. This causal orientation [242, § II.1] is required by the real-world observation that we cannot remember the future states of a physical system but may affect them. Conversely, we may have a record of the system’s past but cannot change it in the present.

**Exercise I.8.10.** Check that such a separation of the time-like cone $d_h(t, x) > 0$ into future ($t > 0$) and past ($t < 0$) halves is compatible with the group of Lorentz–Poincare transformations generated by the hyperbolic rotations (I.8.7).

However, the causal orientation is not preserved if the group of admissible transformations is extended to conformal maps by an addition of inversions—see Fig. I.8.2. Such an extension is motivated by a study of the red shift in astronomy. Namely, spectral lines of chemical elements (cf. Example I.8.7) observed from remote stars are shifted toward the red part of the spectrum in comparison to values known from laboratory measurements. Conformal (rather than Lorentz–Poincare) invariance produces much better correlation to experimental data [242] than the school textbook explanation of a red shift based on the Doppler principle and an expanding universe.

Further discussion of relativity can be found in [29; 273, § 11].
LECTURE I.9

Invariant Metric and Geodesics

The Euclidean metric is not preserved by automorphisms of the Lobachevsky half-plane. Instead, one has only a weaker property of conformality. However, it is possible to find such a metric on the Lobachevsky half-plane that Möbius transformations will be isometries. Similarly, in Chapter I.7, we described a variety of distances and lengths and many of them had conformal properties with respect to $\text{SL}_2(\mathbb{R})$ action. However, it is worth finding a metric which is preserved by Möbius transformations. We will now proceed do this, closely following [129].

Our consideration will be based on equidistant orbits, which physically correspond to wavefronts with a constant velocity. For example, if a stone is dropped into a pond, the resulting ripples are waves which travel the same distance from the drop point, assuming a constant wave velocity. An alternative description to wavefronts uses rays—the paths along which waves travel, i.e. the geodesics in the case of a constant velocity. The duality between wavefronts and rays is provided by Huygens’ principle—see [7, § 46].

Geodesics also play a central role in differential geometry, generalising the notion of a straight line. They are closely related to metrics: a geodesic is often defined as a curve between two points with an extremum of length. As a consequence, the metric is additive along geodesics.

I.9.1. Metrics, Curves’ Lengths and Extrema

We start by recalling the standard definition—see [128, § I.2].

**Definition I.9.1.** A metric on a set $X$ is a function $d : X \times X \to \mathbb{R}^+$ such that

i. $d(x, y) \geq 0$ (positivity),

ii. $d(x, y) = 0$ if and only if $x = y$ (non-degeneracy),

iii. $d(x, y) = d(y, x)$ (symmetry) and

iv. $d(x, y) \leq d(x, z) + d(z, y)$ (the triangle inequality),

for all $x, y, z \in X$.

Although adequate in many cases, the definition does not cover all metrics of interest. Examples include the non-symmetric lengths from Section I.7.2 or distances (I.7.5) in the Minkowski space with the reverse triangle inequality $d(x, y) \geq d(x, z) + d(z, y)$.

Recall the established procedure of constructing geodesics in Riemannian geometry (two-dimensional case) from [271, § 7]:

i. Define the (pseudo-)Riemannian metric on the tangent space:

$$g(du, dv) = Edu^2 + Fdudv + Gdv^2.$$
ii. Define the length for a curve $\Gamma$ as:

(I.9.2)

$$\text{length}(\Gamma) = \int_{\Gamma} \left( Edu^2 + Fdudv + Gdv^2 \right)^{\frac{1}{2}}.$$ 

iii. Then, geodesics will be defined as the curves which give a stationary point for the length.

iv. Lastly, the metric between two points is the length of a geodesic joining those two points.

**Exercise I.9.2.** Let the quadratic form (I.9.1) be $SL_2(\mathbb{R})$-invariant. Show that the above procedure leads to an $SL_2(\mathbb{R})$-invariant metric.

We recall from Section I.3.7 that an isotropy subgroup $H$ fixing the hypercomplex unit $i$ under the action of (I.3.24) is $K$ (I.3.8), $N'$ (I.3.11) and $A'$ (I.3.10) in the corresponding EPH cases. We will refer to $H$-action as *EPH rotation* around $i$. For an $SL_2(\mathbb{R})$ invariant metric, the orbits of $H$ will be equidistant points from $i$, giving some indication what the metric should be. However, this does not determine the metric entirely since there is freedom in assigning values to the orbits.

**Lemma I.9.3.** The invariant infinitesimal metric in EPH cases is

(I.9.3)

$$ds^2 = \frac{du^2 - \sigma dv^2}{v^2},$$

where $\sigma = -1, 0, 1$ respectively.

In the proof below, we will follow the procedure from [40, § 10].

**Proof.** In order to calculate the infinitesimal metric, consider the subgroups $H$ of Möbius transformations which fix $i$. Denote an element of these rotations by $E_\sigma$. We require an isometry, so

$$d(i, i + \delta v) = d(i, E_\sigma(i + \delta v)).$$

Using the Taylor series, we obtain

$$E_\sigma(i + \delta v) = i + J_\sigma(i)\delta v + o(\delta v),$$

where the Jacobian denoted $J_\sigma$ is, respectively,

$$\begin{pmatrix} \cos 2\theta & -\sin 2\theta \\ \sin 2\theta & \cos 2\theta \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 2t & 1 \end{pmatrix} \text{ or } \begin{pmatrix} \cosh 2\alpha & \sinh 2\alpha \\ \sinh 2\alpha & \cosh 2\alpha \end{pmatrix}.$$

A metric is invariant under the above rotations if it is preserved under the linear transformation

$$\begin{pmatrix} du \\ dv \end{pmatrix} = J_\sigma \begin{pmatrix} du \\ dv \end{pmatrix},$$

which turns out to be $du^2 - \sigma dv^2$ in the three cases.

To calculate the metric at an arbitrary point $w = u + iv$, we map $w$ to $i$ by an affine Möbius transformation, which acts transitively on the upper half-plane

(I.9.4)

$$r^{-1} : w \rightarrow \frac{w - u}{v}.$$ 

Hence, there is a factor of $\frac{1}{v^2}$, so the resulting metric is

$$ds^2 = \frac{du^2 - \sigma dv^2}{v^2}.$$
COROLLARY I.9.4. With the above notation, for an arbitrary curve $\Gamma$,

\begin{equation}
\text{length}(\Gamma) = \int_{\Gamma} \frac{(du^2 - \sigma dv^2)^{\frac{1}{2}}}{v}.
\end{equation}

It is invariant under Möbius transformations of the upper half-plane.

The standard tools for finding geodesics for a given Riemannian metric are the Euler–Lagrange equations—see [271, § 7.1]. For the metric (I.9.3), they take the form

\begin{equation}
\begin{aligned}
\frac{d}{dt} \left( \frac{\dot{y}_1}{y^2} \right) &= 0, \\
\frac{d}{dt} \left( \frac{\sigma \dot{y}_2}{y^2} \right) &= \frac{\dot{y}_1^2 - \sigma \dot{y}_2^2}{y^3},
\end{aligned}
\end{equation}

where $\gamma$ is a smooth curve $\gamma(t) = (\gamma_1(t), \gamma_2(t))$ and $t \in (a, b)$. This general approach can be used in the two non-degenerate cases (elliptic and hyperbolic) and produces curves with the minimum or maximum lengths, respectively. However, the $\text{SL}_2(\mathbb{R})$-invariance of the metric allows us to use more elegant methods in this case. For example, in the Lobachevsky half-plane, the solutions are well known—semicircles orthogonal to the real axes or vertical lines, cf. Fig. I.9.1(a) and [16, Ch. 15].

EXERCISE I.9.5. For the elliptic space ($\sigma = -1$):

i. Write a parametric equation of a circle orthogonal to the real line and check that the curve satisfies the Euler–Lagrange equations (I.9.6).

ii. Geodesics passing the imaginary unit $i$ are transverse circles to $K$-orbits from Fig. I.1.2 and Exercise I.4.16.iv with the equation, cf. Fig. I.9.3(E)

\begin{equation}
(u^2 + v^2) - 2tu - 1 = 0, \quad \text{where } t \in \mathbb{R}.
\end{equation}

iii. The Möbius invariant metric is

\begin{equation}
m(z, w) = \sinh^{-1} \frac{|z - w|_e}{2 \sqrt{J[z]J[w]}},
\end{equation}

where $J[z]$ is the imaginary part of a complex number $z$ and $|z|_e^2 = u^2 + v^2$. HINT: One can directly or, by using CAS, verify that this is a Möbius-invariant expression. Thus, we can transform $z$ and $w$ to $i$ and a point on the imaginary axis by a suitable Möbius transformation without changing the metric. The shortest curve in the Riemannian metric (I.9.3) is the vertical line, that is, $du = 0$. For a segment of the vertical line, the expression (I.9.8) can easily be evaluated. See also [15, Thm. 7.2.1] for detailed proof and a number of alternative expressions.

EXERCISE I.9.6. Show, similarly, that, in the hyperbolic case ($\sigma = 1$):

i. There are two families of solutions passing the double unit $j$, one space-like (Fig. I.9.3(\text{H}_S)) and one time-like (Fig. I.9.3(\text{H}_T)), cf. Section I.8.4:

\begin{equation}
(u^2 - v^2) - 2tu + 1 = 0, \quad \text{where } |t| > 1 \text{ or } |t| < 1.
\end{equation}

The space-like solutions are obtained by $\Lambda'$ rotation of the vertical axis and the time-like solution is the $\Lambda'$-image of the cycle $(1, 0, 0, 1)$—cf. Fig. I.3.1. They also consist of positive and negative cycles, respectively, which are orthogonal to the real axis.
ii. The respective metric in these two cases is:

\[
\begin{align*}
\text{d}(z,w) = \begin{cases} 
2 \sin^{-1} \frac{|z-w|}{2 \sqrt{\mathcal{J}[z] \mathcal{J}[w]}}, & \text{when } z-w \text{ is time-like} \\
2 \sinh^{-1} \frac{|z-w|}{2 \sqrt{\mathcal{J}[z] \mathcal{J}[w]}}, & \text{when } z-w \text{ is space-like},
\end{cases}
\end{align*}
\]

where \(\mathcal{J}[z]\) is the imaginary part of a double number \(z\) and \(|z|^2 = u^2 - v^2\). 

**HINT:** The hint from the previous exercise can be used again here with some modification to space-/time-like curves and by replacing the minimum of the possible curves’ lengths by the maximum. ♦

---

**FIGURE I.9.1.** Lobachevsky geodesics and extrema of curves’ lengths. (a) The geodesic between \(w_1\) and \(w_2\) in the Lobachevsky half-plane is the circle orthogonal to the real line. The invariant metric is expressed through the cross-ratios \([z_1, w_1, w_2, z_2] = [\bar{w}_1, w_1, w_2, \bar{w}_2]\). (b) Extrema of curves’ lengths in the parabolic point space. The length of the blue curve (going up) can be arbitrarily close to 0 and can be arbitrarily large for the red one (going down).

The same geodesic equations can be obtained by Beltrami’s method—see [29, § 8.1]. However, the parabolic case presents yet another disappointment.

**EXERCISE I.9.7.** Show that, for the parabolic case (\(\sigma = 0\)):

i. The only solution of the Euler–Lagrange equations (I.9.6) are vertical lines, as in [273, § 3], which are again orthogonal to the real axes.

ii. Vertical lines minimise the curves’ length between two points \(w_1\) and \(w_2\). See Fig. I.9.1(b) for an example of a blue curve with its length tending to zero value of the infimum. The respective “geodesics” passing the dual unit \(\varepsilon\) are

\[
(I.9.11) \quad u^2 - 2tu = 0.
\]

Similarly, a length of the red curve can be arbitrarily large if the horizontal path is close enough to the real axis.

iii. The only \(\text{SL}_2(\mathbb{R})\)-invariant metric obtained from the above extremal consideration is either identically equal to 0 or infinity.
There is a similarity between all three cases. For example, we can uniformly write equations (I.9.7), (I.9.9) and (I.9.11) of geodesics through \( \iota \) as
\[
(u^2 - \sigma v^2) - 2tu + \sigma = 0, \quad \text{where } t \in \mathbb{R}.
\]
However, the triviality of the parabolic invariant metric is awkward and we go on to study further the algebraic and geometric invariants to find a more adequate answer.

**I.9.2. Invariant Metric**

We seek all real-valued functions \( f \) of two points on the half-plane which are invariant under the Möbius action
\[
f(g(z), g(w)) = f(z, w) \quad \text{for all } z, w \in \mathbb{A} \quad \text{and} \quad g \in \text{SL}_2(\mathbb{R}).
\]
We have already seen one like this in (I.9.8) and (I.9.10):
\[
(I.9.12) \quad F(z, w) = \frac{|z - w|_\sigma}{\sqrt{J[z]J[w]}},
\]
which can be shown by a simple direct calculation (for CAS, see Exercise I.9.5.iii). Recall that \( |z|_\sigma^2 = u^2 - \sigma v^2 \) by analogy with the distance \( d_{\sigma, \sigma} \) (I.7.5) in EPH geometries and [273, App. C]. In order to describe other invariant functions we will need the following definition.

**Definition I.9.8.** A function \( f : X \times X \to \mathbb{R}^+ \) is called a monotonous metric if \( f(\Gamma(0), \Gamma(t)) \) is a continuous monotonically-increasing function of \( t \), where \( \Gamma : [0, 1) \to X \) is a smooth curve with \( \Gamma(0) = z_0 \) that intersects all equidistant orbits of \( z_0 \) exactly once.

**Exercise I.9.9.** Check the following:

i. The function \( F(z, w) \) (I.9.12) is monotonous.

ii. If \( h \) is a monotonically-increasing, continuous, real function, then \( f(z, w) = h \circ F(z, w) \) is a monotonous \( \text{SL}_2(\mathbb{R}) \)-invariant function.

In fact, the last example provides all such functions.

**Theorem I.9.10.** A monotonous function \( f(z, w) \) is invariant under \( g \in \text{SL}_2(\mathbb{R}) \) if and only if there exists a monotonically-increasing, continuous, real function \( h \) such that \( f(z, w) = h \circ F(z, w) \).

**Proof.** Because of the Exercise I.9.9.ii, we show the necessity only. Suppose there exists another function with such a property, say, \( H(z, w) \). Due to invariance under \( \text{SL}_2(\mathbb{R}) \), this can be viewed as a function in one variable if we apply \( r^{-1} \) (cf. (I.9.4)) which sends \( z \) to \( \iota \) and \( w \) to \( r^{-1}(w) \). Now, by considering a fixed smooth curve \( \Gamma \) from Definition I.9.8, we can completely define \( H(z, w) \) as a function of a single real variable \( h(t) = H(\iota, \Gamma(t)) \) and, similarly for \( F(z, w) \),
\[
H(z, w) = H(\iota, r^{-1}(w)) = h(t) \quad \text{and} \quad F(z, w) = F(\iota, r^{-1}(w)) = f(t),
\]
where \( h \) and \( f \) are both continuous and monotonically-increasing since they represent metrics. Hence, the inverse \( f^{-1} \) exists everywhere by the inverse function theorem. So,
\[
H(\iota, r^{-1}(w)) = h \circ f^{-1} \circ F(\iota, r^{-1}(w)).
\]
Note that \( hf^{-1} \) is monotonic, since it is the composition of two monotonically-increasing functions, and this ends the proof. \( \square \)

**Remark I.9.11.** The above proof carries over to a more general theorem which states: If there exist two monotonous functions \( F(u,v) \) and \( H(u,v) \) which are invariant under a transitive action of a group \( G \), then there exists a monotonically-increasing real function \( h \) such that \( H(z,w) = h \circ F(z,w) \).

As discussed in the previous section, in elliptic and hyperbolic geometries the function \( h \) from above is either \( \sinh^{-1} t \) or \( \sin^{-1} t \) (I.9.8) (I.9.10). Hence, it is reasonable to try inverse trigonometric and hyperbolic functions in the intermediate parabolic case as well.

**Remark I.9.12.** The above result sheds light on the possibilities we have—we can either

i. “label” the equidistant orbits with numbers, i.e. choose a function \( h \) which will then determine the geodesic, or
ii. choose a geodesic which will then determine \( h \).

These two approaches are reflected in the next two sections.

**I.9.3. Geodesics: Additivity of Metric**

As pointed out earlier, there might not be a metric function which satisfies all the traditional properties. However, we still need the key ones, and we therefore make the following definition:

**Definition I.9.13.** Geodesics for a metric \( d \) are smooth curves along which \( d \) is additive, that is \( d(x,y) + d(y,z) = d(x,z) \), for any three point, of the curve, such that \( y \) is between \( x \) and \( z \).

This definition is almost identical to the Menger line—see [21, § 2.3].

**Remark I.9.14.** It is important that this definition is relevant in all EPH cases, i.e. in the elliptic and hyperbolic cases it would produce the well-known geodesics defined by the extremality condition.

Schematically, the proposed approach is:

(I.9.13) invariant metric \( \xrightarrow{\text{additivity}} \) invariant geodesic.

Compare this with the Riemannian described in Section I.9.1:

(I.9.14) local metric \( \xrightarrow{\text{extrema}} \) geodesic \( \xrightarrow{\text{integration}} \) metric.

Let us now proceed with finding geodesics from a metric function.

**Exercise I.9.15.** Let \( \gamma \) be a geodesic for a metric \( d \). Write the differential equation for \( \gamma \) in term of \( d \). \( \text{Hint:} \) Consider \( d(w,w') \) as a real function in four variables, say \( f(u,v,u',v') \). Then write the infinitesimal version of the additivity condition and obtain the equation

\[
\frac{\delta\gamma}{\delta u} = \frac{-f_3'(u,v,u',v') + f_3'(u',v',u',v')}{f_4'(u,v,u',v') - f_4'(u',v',u',v')},
\]
where \( f'_n \) stands for the partial derivative of \( f \) with respect to the \( n \)-th variable.

A natural choice for a metric is, cf. Exercises I.9.5.iii and I.9.6.ii,

(I.9.16) \[ d_{\sigma, \bar{\sigma}}(w, w') = \sin^{-1}_\sigma \frac{|w - w'|}{2\sqrt{3|w|3|w'|}}, \]

where the elliptic, parabolic and hyperbolic inverse sine functions are (see [102,153])

(I.9.17) \[ \sin^{-1}_\sigma t = \begin{cases} \sinh^{-1} t, & \text{if } \bar{\sigma} = -1, \\ 2t, & \text{if } \bar{\sigma} = 0, \\ \sin^{-1} t, & \text{if } \bar{\sigma} = 1. \end{cases} \]

Note that \( \bar{\sigma} \) is independent of \( \sigma \) although it takes the same three values, similar to the different signatures of point and cycle spaces introduced in Chapter I.4. It is used to denote the possible sub-cases within the parabolic geometry alone.

**EXERCISE I.9.16.** Check that:

i. For \( u = 0, v = 1 \) and the metric \( d_{p, \bar{\sigma}} \) (I.9.16), Equation (I.9.15) is:

\[ \frac{\delta v}{\delta u} = \frac{2v}{u} - \frac{\sqrt{|\sigma u^2 + 4v|}}{u}. \]

ii. The geodesics through \( t \) for the metric \( d_{p, \bar{\sigma}} \) (I.9.16) are parabolas:

(I.9.18) \[ (\bar{\sigma} + 4t^2)u^2 - 8tu - 4v + 4 = 0. \]

Let us verify which properties from Definition I.9.1 are satisfied by the invariant metric derived from (I.9.16). Two of the four properties hold—it is clearly symmetric and positive for every two points. However, the metric of any point to a point on the same vertical line is zero, so \( d(z, w) = 0 \) does not imply \( z = w \). This can be overcome by introducing a different metric function just for the points on the vertical lines—see [273, § 3]. Note that we still have \( d(z, z) = 0 \) for all \( z \).

The triangle inequality holds only in the elliptic point space, whereas, in the hyperbolic point space, we have the reverse situation: \( d(w_1, w_2) \geq d(w_1, z) + d(z, w_2) \). There is an intermediate situation in the parabolic point space:

**LEMMA I.9.17.** Take any \( SL_2(\mathbb{R}) \)-invariant metric function and take two points \( w_1, w_2 \) and the geodesic (in the sense of Definition I.9.13) through the points. Consider the strip \( \mathcal{R}[w_1] < u < \mathcal{R}[w_2] \) and take a point \( z \) in it. Then, the geodesic divides the strip into two regions where \( d(w_1, w_2) \leq d(w_1, z) + d(z, w_2) \) and where \( d(w_1, w_2) \geq d(w_1, z) + d(z, w_2) \).

**PROOF.** The only possible invariant metric function in parabolic geometry is of the form \( d(z, w) = h \circ \frac{|\mathcal{R}[z - w]|}{2\sqrt{|z|3|w|}} \), where \( h \) is a monotonically-increasing, continuous, real function by Theorem I.9.10. Fix two points \( w_1, w_2 \) and the geodesic through them. Now consider some point \( z = a + ib \) in the strip. The metric function is additive along a geodesic, so \( d(w_1, w_2) = d(w_1, w(a)) + d(w(a), w_2) \), where \( w(a) \) is a point on the geodesic with real part equal to \( a \). However, if \( \mathcal{R}[w(a)] < b \), then \( d(w_1, w(a)) > d(w_1, z) \) and \( d(w(a), w_2) > d(z, w_2) \), which implies \( d(w_1, w_2) > d(w_1, z) + d(z, w_2) \). Similarly, if \( \mathcal{R}[w(a)] > b \), then \( d(w_1, w_2) < d(w_1, z) + d(z, w_2) \). \(\square\)
**Remark I.9.18.** The reason for the ease with which the result is obtained is the fact that the metric function is additive along the geodesics. This justifies the Definition I.9.13 of geodesics, in terms of additivity.

![Diagram showing the region where the triangular inequality fails](image)

**Figure I.9.2.** Showing the region where the triangular inequality fails (shaded red).

To illustrate these ideas, look at the region where the converse of the triangular inequality holds for $d(z, w) = \sin^{-1} \frac{|z-w|}{2\sqrt{\Re [z][\bar{w}][\bar{z}][\bar{w}]}},$ shaded red in Fig. I.9.2. It is enclosed by two parabolas both of the form $(\tilde{\sigma} + 4t^2)u^2 - 8tu - 4v + 4 = 0$ (which is the general equation of geodesics) and both passing though the two fixed points. The parabolas arise from taking both signs of the root, when solving the quadratic equation to find $t$. Segments of these parabolas, which bound the red region, are of different types—one of them is between points $w_1$ and $w_2$, the second joins these points with infinity.

**I.9.4. Geometric Invariants**

In the previous section, we defined an invariant metric and derived the respective geodesics. Now, we will proceed in the opposite direction. As we discussed in Exercise I.9.7, the parabolic invariant metric obtained from the extremality condition is trivial. We work out an invariant metric from the Riemannian metric and predefined geodesics. It is schematically depicted, cf. (I.9.14), by

\[(I.9.19) \text{ Riemann metric } + \text{ invariant geodesics } \xrightarrow{\text{integration}} \text{ metric.}\]

A minimal requirement for the family of geodesics is that they should form an invariant subset of an invariant class of curves with no more than one curve joining every two points. Thus, if we are looking for $\text{SL}_2(\mathbb{R})$-invariant metrics it is natural to ask whether geodesic are cycles. An invariant subset of cycles may be characterised by an invariant algebraic condition, e.g. orthogonality. However, the ordinary orthogonality is already fulfilled for the trivial geodesics from Exercise I.9.7, so, instead, we will try $f$-orthogonality to the real axes, Definition I.6.34. Recall that a cycle is $f$-orthogonal to the real axes if the real axes inverted in a cycle are orthogonal (in the usual sense) to the real axes.

**Exercise I.9.19.** Check that a parabola $ku^2 - 2lu - 2nv + m = 0$ is $\tilde{\sigma}$-$f$-orthogonal to the real line if $l^2 + \tilde{\sigma}n^2 - mk = 0$, i.e. it is a $(-\tilde{\sigma})$-zero radius cycle.
As a starting point, consider the cycles that pass through \( \iota \). It is enough to specify only one such \( f \)-orthogonal cycle—the rest will be obtained by Möbius transformations fixing \( \iota \), i.e parabolic rotations. Within these constraints there are three different families of parabolas determined by the value \( \tilde{\sigma} \).

**Exercise I.9.20.** Check that the main parabolas passing \( \varepsilon \)
\[
\tilde{\sigma}u^2 - 4v + 4 = 0,
\]
where \( \tilde{\sigma} = -1, 0, 1 \), are \( f \)-orthogonal to the real line. Their rotations by an element of \( N' \) are parabolas (I.9.18).

Note that these are exactly the same geodesics obtained in (I.9.18). Hence, we already know what the metric function has to be. However, it is instructive to make the calculation from scratch since it does not involve anything from the previous section and is, in a way, more elementary and intuitive.

**Exercise I.9.21.** Follow these steps to calculate the invariant metric:

i. Calculate the metric from \( \varepsilon \) to a point on the main parabola (I.9.20). **Hint:** Depending on whether the discriminant of the denominator in the integral (I.9.2) is positive, zero or negative, the results are trigonometric, rationals or hyperbolic, respectively:
\[
\int_0^u \frac{dt}{\tilde{\sigma}t^2 + 1} = \begin{cases} 
4 \log \frac{\frac{u+1}{2}}{2-u}, & \text{if } \tilde{\sigma} = -1, \\
u, & \text{if } \tilde{\sigma} = 0, \\
tan^{-1} \frac{u}{2}, & \text{if } \tilde{\sigma} = 1.
\end{cases}
\]
This is another example of EPH classification.

ii. For a generic point \((u, v)\), find the \( N' \) rotation which puts the point on the main parabola (I.9.20).

iii. For two given points \( w \) and \( w' \), combine the Möbius transformation \( g \) such that \( g : \varepsilon \mapsto w \) with the \( N' \)-rotation which puts \( g(w') \) on the main parabola.

iv. Deduce from the previous items the invariant metric from \( \varepsilon \) to \((u, v)\) and check that it is a multiple of (I.9.16).

v. The invariant parabolic metric for \( \tilde{\sigma} = 1 \) is equal to the angle between the tangents to the geodesic at its endpoints.

We meet an example of the splitting of the parabolic geometry into three different sub-cases, this will be followed by three types of Cayley transform in Section I.10.3 and Fig. I.10.3. The respective geodesics and equidistant orbits have been drawn in Fig. I.9.3. There is one more gradual transformation between the different geometries. We can see the transitions from the elliptic case to \( P_e \), then to \( P_p \), to \( P_h \), to hyperbolic light-like and, finally, to space-like. To link it back, we observe a similarity between the final space-like case and the initial elliptic one.

**Exercise I.9.22.** Show that all parabolic geodesics from \( \varepsilon \) for a given value of \( \tilde{\sigma} \) touch a certain parabola. This parabola can be called the *horizon* because geodesic rays will never reach points outside it. Note the similar effect for space-like and time-like geodesics in the hyperbolic case. **Hint:** This fact is a parabolic counterpart of Exercise I.5.29.
There is one more useful parallel between all the geometries. In Lobachevsky and Minkowski geometries, the centres of geodesics lie on the real axes. In parabolic geometry, the respective σ-foci (see Definition I.5.2) of σ-geodesic parabolas lie on the real axes. This fact is due to the relations between f-orthogonality and foci, cf. Proposition I.6.40.

I.9.5. Invariant Metric and Cross-Ratio

A very elegant presentation of the Möbius-invariant metric in the Lobachevsky half-plane is based on the cross-ratio (I.4.14)—see [16, § 15.2].

Let \( w_1 \) and \( w_2 \) be two different points of the Lobachevsky half-plane. Draw a selfadjoint circle (i.e. orthogonal to the real line) which passes through \( w_1 \) and \( w_2 \). Let \( z_1 \) and \( z_2 \) be the points of intersection of the circle and the real line, cf. Fig. I.9.1(a).

From Exercise I.4.22.iii, a cross-ratio of four concyclic points is real, thus we define the function of two points \( \rho(w_1, w_2) = \log[z_1, w_1, w_2, z_2] \).

Surprisingly, this simple formula produces the Lobachevsky metric.

**Exercise I.9.23.** Show the following properties of \( \rho \):

i. It is Möbius-invariant, i.e. \( \rho(w_1, w_2) = \rho(g \cdot w_1, g \cdot w_2) \) for any \( g \in SL_2(\mathbb{R}) \).

**Hint:** Use the fact that selfadjoint cycles form an invariant family and the Möbius-invariance of the cross-ratio, cf. Exercise I.4.20.iv.

ii. It is additive, that is, for any three different points \( w_1, w_2, w_3 \) on the arc of a selfadjoint circle we have \( \rho(w_1, w_3) = \rho(w_1, w_2) + \rho(w_2, w_3) \).

**Hint:** Use the cancellation formula (I.4.18).

iii. It coincides with the Lobachevsky metric (I.9.8).

**Hint:** Evaluate that \( \rho(i, ia) = \log a \) for any real \( a > 1 \). Thus, \( \rho(i, ia) \) is the Lobachevsky metric between \( i \) and \( ia \). Then, apply the Möbius-invariance of \( \rho \) and the Lobachevsky metric to extend the identity for any pair of points.

This approach to the invariant metric cannot be transferred to the parabolic and hyperbolic cases in a straightforward manner for geometric reasons. As we can see from Fig. I.9.3, there are certain types of geodesics which do not meet the real line. However, the case of e-geodesics in \( \mathbb{D} \), which is the closest relative of the Lobachevsky half-plane, offers such a possibility.

**Exercise I.9.24.** Check that:

i. \([−2, \varepsilon, w, 2] = (u + 2)/(2 − u)\), where \( w = u + \varepsilon(1 − u^2/4) \), \( u > 0 \) is the point of the e-geodesics (main parabola) (I.9.20) passing \( \varepsilon \) and 2.

ii. Let \( z_1 \) and \( z_2 \) be the intersections of the real line and the e-geodesic (I.9.18) passing two different points \( w_1 \) and \( w_2 \) in the upper half-plane, then \( \rho(w_1, w_2) = 4 \log[z_1, w_1, w_2, z_2] \) is the invariant metric. **Hint:** Note that \( \rho(\varepsilon, z) = 4 \log[−2, \varepsilon, z, 2] \) gives the metric calculated in Exercise I.9.21.i and use the Möbius-invariance of the cross-ratio.

iii. In the case of p-geodesics in \( \mathbb{D} \), find a fixed parabola \( C \) in the upper half-plane which replaces the real line in the following sense. The cross-ratio of two points and two intersections of \( C \) with p-geodesics though the points
produces an invariant metric. Find also the corresponding parabola for h-geodesics.

This is only a partial success in transferring of the elliptic theory to dual numbers. A more unified treatment for all EPH cases can be obtained from the projective cross-ratio [36]—see Section I.4.5 for corresponding definitions and results. In addition, we define the map \( P(x, y) = \frac{x}{y} \) on the subset of \( \mathbb{P}^1(A) \) consisting of vectors \((x, y) \in A^2\) such that \( y \) is not a zero divisor. It is a left inverse of the map \( S(z) = (z, 1) \) from Section I.4.5.

**Exercise I.9.25.** [36] Let \( w_1, w_2 \in \mathbb{P}^1(A) \) be two essentially distinct points.

i. Let \( w_1 \) and \( \bar{w}_2 \) be essentially distinct, express a generic invariant metric in \( \mathbb{P}^1(A) \) through \([w_1, \bar{w}_2, w_2, \bar{w}_1]\) using the Möbius-invariance of the projective cross-ratio and the method from Section I.9.2.

ii. For \( A \) being complex or double numbers, let \( w_1 \) and \( w_2 \) be in the domain of \( P \) and \( z_i = P(w_i), i = 1, 2. \) Show that, cf. Fig. I.9.1(a),

\[
[w_1, \bar{w}_1, w_2, \bar{w}_2] = S \left( \frac{|z_1 - z_2|^2}{4J[z_1]J[z_2]} \right).
\]

Deduce a generic Möbius-invariant metric on \( A \) based on (I.9.12).

To obtain the respective notion of geodesics in \( \mathbb{P}^1(A) \) from the above Möbius-invariant metric we can again use the route from Section I.9.3.
Figure I.9.3. Showing geodesics (blue) and equidistant orbits (green) in EPH geometries. Above are written \((k, [l, n], m)\) in \(ku^2 - 2lu - 2nv + m = 0\), giving the equation of geodesics.
LECTURE I.10

Conformal Unit Disk

The upper half-plane is a universal object for all three EPH cases, which was obtained in a uniform fashion considering two-dimensional homogeneous spaces of $\text{SL}_2(\mathbb{R})$. However, universal models are rarely well-suited to all circumstances. For example, it is more convenient, for many reasons, to consider the compact unit disk in $\mathbb{C}$ rather than the unbounded upper half-plane: 

“...the reader must become adept at frequently changing from one model to the other as each has its own particular advantage.” [15, § 7.1]

Of course, both models are conformally-isomorphic through the Cayley transform.

We derive similar constructions for parabolic and hyperbolic cases in this chapter. However, we shall see that there is not a “universal unit disk”. Instead, we obtain something specific in each EPH case from the same upper half-plane. As has already happened on several occasions, the elliptic and hyperbolic cases are rather similar and, thus, it is the parabolic case which requires special treatment.

I.10.1. Elliptic Cayley Transforms

In the elliptic and hyperbolic cases, the Cayley transform is given by the matrix

$$Y_\sigma = \begin{pmatrix} 1 & -i \\ \sigma i & 1 \end{pmatrix},$$

where $\sigma = i^2$ and $\det Y_\sigma = 2$. The matrix $Y_\sigma$ produces the respective M"obius transform $A \mapsto A$:

(I.10.1) $$w = (u + iv) \mapsto Y_\sigma w = \frac{(u + iv) - i}{\sigma i (u + iv) + 1}.$$ 

The same matrix $Y_\sigma$ acts by conjugation $g_Y = \frac{1}{2} Y_\sigma g Y_\sigma^{-1}$ on an element $g \in \text{SL}_2(\mathbb{R})$:

(I.10.2) $$g_Y = \frac{1}{2} \begin{pmatrix} 1 & -i \\ \sigma i & 1 \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} 1 & i \\ -\sigma i & 1 \end{pmatrix}.$$ 

The connection between the two forms (I.10.1) and (I.10.2) of the Cayley transform is $g_Y Y_\sigma w = Y_\sigma (gw)$, i.e. $Y_\sigma$ intertwines the actions of $g$ and $g_Y$.

The Cayley transform in the elliptic case is very important [192, § IX.3; 257, Ch. 8, (1.12)], both for complex analysis and representation theory of $\text{SL}_2(\mathbb{R})$. The transformation $g \mapsto g_Y$ (I.10.2) is an isomorphism of the groups $\text{SL}_2(\mathbb{R})$ and $\text{SU}(1, 1)$. Namely, in complex numbers, we have

(I.10.3) $$g_Y = \frac{1}{2} \begin{pmatrix} \alpha & \beta \\ \beta & \alpha \end{pmatrix},$$

with $\alpha = (a + d) + (b - c)i$ and $\beta = (b + c) + (a - d)i$. 
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The group $SU(1, 1)$ acts transitively on the **elliptic unit disk**. The images of the elliptic actions of subgroups $A$, $N$, $K$ are given in Fig. **I.10.3(E)**. Any other subgroup is conjugated to one of them and its class can be easily distinguished in this model by the number of *fixed points on the boundary*—two, one and zero, respectively. A closer inspection demonstrates that there are always *two* fixed points on the whole plane. They are either

- one strictly inside and one strictly outside of the unit circle,
- one *double* fixed point on the unit circle, or
- two different fixed points exactly on the circle.

Consideration of Fig. **I.7.1(b)** shows that the parabolic subgroup $N$ is like a phase transition between the elliptic subgroup $K$ and hyperbolic $A$, cf. (I.1.2). Indeed, if a fixed point of a subgroup conjugated to $K$ approaches a place on the boundary, then the other fixed point moves to the same place on the unit disk from the opposite side. After they collide to a parabolic double point on the boundary, they may decouple into two distinct fixed points on the unit disk representing a subgroup conjugated to $A$.

In some sense the elliptic Cayley transform swaps complexities. In contrast to the upper half-plane, the $K$-action is now simple but $A$ and $N$ are not. The simplicity of $K$ orbits is explained by diagonalisation of the corresponding matrices:

$$\begin{pmatrix}
\frac{1}{2} & -i \\
-i & 1
\end{pmatrix}
\begin{pmatrix}
\cos \phi & \sin \phi \\
\sin \phi & \cos \phi
\end{pmatrix}
\begin{pmatrix}
1 & i \\
i & 1
\end{pmatrix}
= \begin{pmatrix}
e^{i\phi} & 0 \\
0 & e^{-i\phi}
\end{pmatrix}.$$

These diagonal matrices generate Möbius transformations which correspond to multiplication by the unimodular scalar $e^{2i\phi}$. Geometrically, they are isometric rotations, i.e. they preserve distances $d_{e,e}$ (I.7.2) and length $l_{c,e}$.

**Exercise I.10.1.** Check, in the elliptic case, that the real axis is transformed to the *unit circle* and the upper half-plane is mapped to the *elliptic unit disk*

$$\mathbb{R} = \{(u,v) \mid v = 0\} \rightarrow \mathbb{T}_e = \{(u,v) \mid l_{c_e}^2(u,v) = u^2 + v^2 = 1\},$$

$$\mathbb{R}^e_+ = \{(u,v) \mid v > 0\} \rightarrow \mathbb{D}_e = \{(u,v) \mid l_{c_e}^2(u,v) = u^2 + v^2 < 1\},$$

where the length from centre $l_{c_e}^2$ is given by (I.7.6) for $\sigma = \bar{\sigma} = -1$ and coincides with the distance $d_{e,e}$ (I.7.2).

$SL_2(\mathbb{R})$ acts transitively on both sets and the unit circle is generated, for example, by the point $(0,1)$, and the unit disk by $(0,0)$.

### I.10.2. Hyperbolic Cayley Transform

A hyperbolic version of the Cayley transform was used in [134]. The above formula (I.10.2) in \(\mathbb{D}\) becomes

$$g_\gamma = \frac{1}{2} \begin{pmatrix} \alpha & \beta \\ -\bar{\beta} & \bar{\alpha} \end{pmatrix}, \text{ with } \alpha = a + d - (b + c)j \text{ and } h = (a - d)j + (b - c),$$

with some subtle differences in comparison to (I.10.3). The corresponding $A$, $N$ and $K$ orbits are given in Fig. **I.10.3(H)**. However, there is an important distinction between the elliptic and hyperbolic cases similar to the one discussed in Section I.8.2.
**Exercise I.10.2.** Check, in the hyperbolic case, that the real axis is transformed to the cycle
\[(I.10.8) \quad \mathbb{R} = \{(u, v) \mid v = 0\} \rightarrow \mathbb{T}_h = \{(u, v) \mid l_{c_h}^2(u,v) = u^2 - v^2 = -1\},\]
where the length from the centre \(l_{c_h}^2\) is given by \((I.7.6)\) for \(\sigma = \bar{\sigma} = 1\) and coincides with the distance \(d_{h,h}\) \((I.7.2)\). On the hyperbolic unit circle, \(SL_2(\mathbb{R})\) acts transitively and it is generated, for example, by point \((0, 1)\).

\(SL_2(\mathbb{R})\) acts also transitively on the whole complement \(\{(u, v) \mid l_{c_h}^2(u,v) \neq -1\}\) to the unit circle, i.e. on its “inner” and “outer” parts together.

Recall from Section I.8.2 that we defined \(\tilde{O}\) to be the two-fold cover of the hyperbolic point space \(O\) consisting of two isomorphic copies \(O^+\) and \(O^-\) glued together, cf. Fig. I.8.3. The conformal version of the hyperbolic unit disk in \(\tilde{O}\) is, cf. the upper half-plane from \((I.8.1)\),
\[(I.10.9) \quad \tilde{D}_h = \{(u, v) \in O^+ \mid u^2 - v^2 > -1\} \cup \{(u, v) \in O^- \mid u^2 - v^2 < -1\}.
\]

**Exercise I.10.3.** Verify that:

i. \(\tilde{D}_h\) is conformally-invariant and has a boundary \(\tilde{T}_h\)—two copies of the unit hyperbolas in \(O^+\) and \(O^-\).

ii. The hyperbolic Cayley transform is a one-to-one map between the hyperbolic upper half-plane \(\tilde{O}^+\) and hyperbolic unit disk \(\tilde{D}_h\).

We call \(\tilde{T}_h\) the **hyperbolic unit cycle** in \(\tilde{O}\). Figure I.8.3(b) illustrates the geometry of the hyperbolic unit disk in \(\tilde{O}\) compared to the upper half-plane. We can also say, rather informally, that the hyperbolic Cayley transform maps the “upper” half-plane onto the “inner” part of the unit disk.

One may wish that the hyperbolic Cayley transform diagonalises the action of subgroup \(A\), or some conjugate of it, in a fashion similar to the elliptic case \((I.10.4)\) for \(K\). Geometrically, it corresponds to hyperbolic rotations of the hyperbolic unit disk around the origin. Since the origin is the image of the point \(i\) in the upper half-plane under the Cayley transform, we will use the isotropy subgroup \(A'\). Under the Cayley map \((I.10.7)\), an element of the subgroup \(A'\) becomes
\[(I.10.10) \quad \frac{1}{2} \begin{pmatrix} 1 & -j \\ j & 1 \end{pmatrix} \begin{pmatrix} \cosh t & -\sinh t \\ -\sinh t & \cosh t \end{pmatrix} \begin{pmatrix} 1 & j \\ -j & 1 \end{pmatrix} = \begin{pmatrix} e^{jt} & 0 \\ 0 & e^{-jt} \end{pmatrix},\]
where \(e^{jt} = \cosh t + j \sinh t\). The corresponding Möbius transformation is a multiplication by \(e^{2jt}\), which obviously corresponds to isometric hyperbolic rotations of \(O\) for distance \(d_{h,h}\) and length \(l_{c_h}\). This is illustrated in Fig. I.10.1(H:A').

### I.10.3. Parabolic Cayley Transforms

The parabolic case benefits from a larger variety of choices. The first, natural, attempt is to define a Cayley transform from the same formula \((I.10.1)\) with the parabolic
value $\sigma = 0$. The corresponding transformation is defined by the matrix \[
\begin{pmatrix}
1 & -\varepsilon \\
0 & 1
\end{pmatrix}
\] and, geometrically, produces a shift one unit down.

However, within the extended FSCc, a more general version of the parabolic Cayley transform is also possible. It is given by the matrix

\[
(\text{I.10.11}) \quad Y_{\bar{\sigma}} = \begin{pmatrix}
1 & -\varepsilon \\
\bar{\sigma} \varepsilon & 1
\end{pmatrix},
\]

where $\bar{\sigma} = -1, 0, 1$ and $\det Y_{\bar{\sigma}} = 1$ for all $\bar{\sigma}$.

Here, $\bar{\sigma} = -1$ corresponds to the parabolic Cayley transform $P_e$ with an elliptic flavour, and $\bar{\sigma} = 1$ to the parabolic Cayley transform $P_h$ with a hyperbolic flavour. Finally, the parabolic-parabolic transform $P_p$ is given by the upper-triangular matrix mentioned at the beginning of this section.

Figure I.10.3 presents these transforms in rows $P_e$, $P_p$ and $P_h$, respectively. The row $P_p$ almost coincides with Fig. I.1.1 and the parabolic case in Fig. I.1.2. Consideration of Fig. I.10.3 by following the columns from top to bottom gives an impressive mixture of many common properties (e.g. the number of fixed points on the boundary for each subgroup) with several gradual mutations.

The description of the parabolic unit disk admits several different interpretations in terms of lengths from Definition I.7.9.

**Exercise I.10.4.** The parabolic Cayley transform $P_{\bar{\sigma}}$, as defined by the matrix $Y_{\bar{\sigma}}$ (I.10.11), always acts on the $V$-axis as a shift one unit down.

If $\bar{\sigma} \neq 0$, then $P_{\bar{\sigma}}$ transforms the real axis to the parabolic unit cycle such that

\[
(\text{I.10.12}) \quad \mathcal{T}^{p_{\bar{\sigma}}} = \{(u, v) \in \mathbb{D} \mid l^2(B, (u, v)) \cdot (-\bar{\sigma}) = 1\},
\]

and the image of upper half-plane is

\[
(\text{I.10.13}) \quad \mathcal{D}^{p_{\bar{\sigma}}} = \{(u, v) \in \mathbb{D} \mid l^2(B, (u, v)) \cdot (-\bar{\sigma}) < 1\},
\]

where the length $l$ and the point $B$ can be any of the following:

i. $l^2 = l^2_{p_{\bar{\sigma}}} (B, (u, v)) = u^2 + \bar{\sigma} v$ is the $(p, p, e)$-length (I.7.6) from the e-centre $B_e = (0, -\frac{\bar{\sigma}}{2})$.

ii. $l^2 = l^2_{h_{\bar{\sigma}}} (B, (u, v))$ is the $(p, p, h)$-length (I.7.8) from the h-focus $B = (0, -1 - \frac{\bar{\sigma}}{2})$.

iii. $l^2 = l^2_{p_{\bar{\sigma}}} (B, (u, v)) = \frac{u^2}{v+1}$ is the $(p, p, p)$-length (I.7.9) from the p-focus $B = (0, -1)$.

**Hint:** The statements are slightly tautological, since, by definition, p-cycles are the loci of points with certain defined lengths from their respective centres or foci.

**Remark I.10.5.** Note that both the elliptic (I.10.5) and hyperbolic (I.10.8) unit cycles can be also presented in the form similar to (I.10.12),

\[
\mathcal{D}_\sigma = \{(u', v') \mid l^2_{c_{\sigma}} (B, (u, v)) \cdot (-\sigma) = 1\},
\]

in terms of the $(\sigma, \sigma)$-length from the $\sigma$-centre $B = (0, 0)$ as in Exercise I.10.4.i.

The above descriptions (I.10.4.i and I.10.4.iii) are attractive for reasons given in the following two exercises. Firstly, we note that K-orbits in the elliptic case (Fig. I.10.1(E:K)) and A'-orbits in the hyperbolic case (Fig. I.10.1(H:A')) of the Cayley transform are concentric.
**Exercise I.10.6.** N-orbits in the parabolic cases (Fig. I.10.3($P_e : N$, $P_p : N$, $P_h : N$)) are *concentric parabolas* (or straight lines) in the sense of Definition I.4.3 with e-centres at $\left(0, \frac{i}{2}\right)$, $(0, \infty)$ and $(0, -\frac{1}{2})$, respectively. Consequently, the N-orbits are loci of equidistant points in terms of the $(p,p,e)$-length from the respective centres.

Secondly, we observe that Cayley images of the isotropy subgroups’ orbits in elliptic and hyperbolic spaces in Fig. I.10.1(E:K) and (H:A) are equidistant from the origin in the corresponding metrics.

**Exercise I.10.7.** The Cayley transform of orbits of the parabolic isotropy subgroup in Fig. I.10.1($P : N'$) comprises confocal parabolas consisting of points on the same $l_{r_p}$-length (I.7.7) from the point $(0, -1)$—cf. I.10.4.iii.

We will introduce linear structures preserved by actions of the subgroups N and $N'$ on the parabolic unit disk in Chapter I.11.

**Remark I.10.8.** We see that the variety of possible Cayley transforms in the parabolic case is larger than in the other two cases. It is interesting that this variety is a consequence of the parabolic degeneracy of the generator $\varepsilon^2 = 0$. Indeed, for both the elliptic and the hyperbolic signs in $\iota^2 = \pm 1$, only one matrix (I.10.1) out of two possible

$$\begin{pmatrix} 1 & \iota \\ \pm \sigma \iota & 1 \end{pmatrix}$$

has a non-zero determinant. Also, all these matrices are non-singular only for the degenerate parabolic value $\iota^2 = 0$.

Orbits of the isotropy subgroups $A'$, $N'$ and K from Exercise I.3.20 under the Cayley transform are shown in Fig. I.10.1, which should be compared with the action of the same subgroup on the upper half-plane in Fig. I.3.1.

**Figure I.10.1.** Action of the isotropy subgroups of $\iota$ under the Cayley transform—subgroup K in the elliptic case, $N'$ in the parabolic and $A'$ in the hyperbolic. Orbits of K and $A'$ are concentric while orbits of $N'$ are confocal. We also provide orbits of N which are concentric in the parabolic case. The action of K, $N'$ and $A'$ on the upper half-plane are presented in Fig. I.3.1.

**I.10.4. Cayley Transforms of Cycles**

The next natural step within the FSCc is to expand the Cayley transform to the space of cycles.
I.10.4.1. Cayley Transform and FSSc. The effect of the Cayley transform on cycles turns out to be a cycle similarity in the elliptic and hyperbolic cases only, the degeneracy of the parabolic case requires a special treatment.

**EXERCISE I.10.9.** Let $C_{\sigma}^s$ be a cycle in $A$. Check that:

(e, h) In the elliptic or hyperbolic cases, the Cayley transform of the cycle $C_{\sigma}$ is $R_{\sigma}^{\circ} \hat{C}_{\sigma} C_{\sigma} R_{\sigma}$, i.e. the composition of the similarity (I.6.10) by the cycle $\hat{C}_{\sigma}^s = (\sigma, 0, 1, 1)$ and the similarity by the real line (see the first and last drawings in Fig. I.10.2).

(p) In the parabolic case, the Cayley transform maps a cycle $(k, l, n, m)$ to the cycle $(k - 2\sigma n, l, n, m - 2n)$.

**Hint:** We can follow a similar path to the proof of Theorem I.4.13. Alternatively, for the first part, we notice that the matrix $Y_{\sigma}$ of the Cayley transform and the FSCc matrix of the cycle $\hat{C}_{\sigma}^s$ are different by a constant factor. The reflection in the real line compensates the effect of complex conjugation in the similarity (I.6.10).

**EXERCISE I.10.10.** Investigate what are images under the Cayley transform of zero-radius cycles, selfadjoint cycles, orthogonal cycles and f-orthogonal cycles.

The above extension of the Cayley transform to the cycle space is linear, but in the parabolic case it is not expressed as a similarity of matrices (reflections in a cycle). This can be seen, for example, from the fact that the parabolic Cayley transform does not preserve the zero-radius cycles represented by matrices with zero p-determinant. Since orbits of all subgroups in $SL_2(\mathbb{R})$, as well as their Cayley images, are cycles in the corresponding metrics, we may use Exercises I.10.9(p) and I.4.16.ii to prove the following statements (in addition to Exercise I.10.6).
EXERCISE I.10.11. Verify that:

i. A-orbits in transforms $P_e$ and $P_h$ are segments of parabolas with focal length $\frac{1}{4}$ and passing through $(0, -1)$. Their p-foci (i.e. vertices) belong to two parabolas $v = (-u^2 - 1)$ and $v = (u^2 - 1)$ respectively, which are the boundaries of parabolic circles in $P_h$ and $P_e$ (note the swap!).

ii. K-orbits in transform $P_e$ are parabolas with focal length less than $\frac{1}{4}$. In transform $P_h$, they are parabolas where the reciprocal of the focal length is larger than $-4$.

Since the action of the parabolic Cayley transform on cycles does not preserve zero-radius cycles, one would be better using infinitesimal-radius cycles from Section I.7.5 instead. Indeed, the Cayley transform preserves infinitesimality.

EXERCISE I.10.12. Show that images of infinitesimal cycles under the parabolic Cayley transform are, themselves, infinitesimal cycles.

We recall a useful expression of concurrence with an infinitesimal cycle’s focus through $f$-orthogonality from Exercise I.7.26.ii. Some caution is required since $f$-orthogonality of generic cycles is not preserved by the parabolic Cayley transform, just like it is not preserved by cycle similarity in Exercise I.10.9(p). A remarkable exclusion happens for infinitesimal cycles.

EXERCISE I.10.13. An infinitesimal cycle $C_a^{\tilde{\sigma}}$ (I.7.13) is $f$-orthogonal (in the sense of Exercise I.7.26.ii) to a cycle $\tilde{C}_a^{\tilde{\sigma}}$ if and only if the Cayley transform I.10.9(p) of $C_a^{\tilde{\sigma}}$ is $f$-orthogonal to the Cayley transform of $\tilde{C}_a^{\tilde{\sigma}}$.

I.10.4.2. Geodesics on the Disks. We apply the advise quoted at the beginning of this chapter to the invariant distance discussed in Chapter I.9. The equidistant curves and respective geodesics in $A$ are cycles, they correspond to certain cycles on the unit disks. As on many previous occasions we need to distinguish the elliptic and hyperbolic cases from the parabolic one.

EXERCISE I.10.14. [129] Check that:

(e,h): Elliptic and hyperbolic Cayley transforms (I.10.1) send the respective geodesics (I.9.7) and (I.9.9) passing $t$ to the straight line passing the origin. Consequently, any geodesics is a cycle orthogonal to the boundary of the unit disk. The respective invariant metrics on the unit disks are, cf. [273, Table VI],

\[
\sin_{\tilde{\sigma}}^{-1} \frac{|w - w'|_{\tilde{\sigma}}}{2\sqrt{(1 + \sigma\bar{w})(1 + \sigma\bar{w}')}},
\]

where $\tilde{\sigma} = 1$ in the elliptic case and has a value depending on the degree of space- or light-likeness in the hyperbolic case.

(p): The $\tilde{\sigma}$-parabolic Cayley transform (I.10.11) maps the $\tilde{\sigma}$-geodesics (I.9.18) passing $\varepsilon$ to the parabolas passing the origin:

\[
(\tilde{\sigma} - 4\tilde{\sigma} + 4t^2)u^2 - 8tu - 4v = 0.
\]
The invariant $\bar{\sigma}$-metric on the $\bar{\sigma}$-parabolic unit circle is

\[
\sin_{\bar{\sigma}}^{-1} \frac{|u - u'|}{\sqrt{(1 + v + \bar{\sigma}u^2)(1 + v' + \bar{\sigma}u'^2)}}.
\]

The appearance of straight lines as geodesics in the elliptic and hyperbolic disks is an illustration of its “own particular advantage” mentioned in the opening quote to this chapter.

We will look closer on isometric transformations the unit disks in the next chapter.
Figure I.10.3. EPH unit disks and actions of one-parameter subgroups $A$, $N$ and $K$.

(E): The elliptic unit disk.

($P_e$), ($P_p$), ($P_h$): The elliptic, parabolic and hyperbolic flavours of the parabolic unit disk.

(H): The hyperbolic unit disk.
LECTURE I.11

Unitary Rotations

One of the important advantages of the elliptic and hyperbolic unit disks introduced in Sections I.10.1–I.10.2 is a simplification of isotropy subgroup actions. Indeed, images of the subgroups $K$ and $A'$, which fix the origin in the elliptic and hyperbolic disks, respectively, consist of diagonal matrices—see (I.10.4) and (I.10.10). These diagonal matrices produce Möbius transformations, which are multiplications by hypercomplex unimodular numbers and, thus, are linear. In this chapter, we discuss the possibility of similar results in the parabolic unit disks from Section I.10.3.

I.11.1. Unitary Rotations—an Algebraic Approach

Consider the elliptic unit disk $\bar{z}z < 1$ (I.10.6) with the Möbius transformations transferred by the Cayley transform (I.10.1) from the upper half-plane. The isotropy subgroup of the origin is conjugated to $K$ and consists of the diagonal matrices $\begin{pmatrix} e^{i\phi} & 0 \\ 0 & e^{-i\phi} \end{pmatrix}$ (I.10.4). The corresponding Möbius transformations are linear and are represented geometrically by rotation of $\mathbb{R}^2$ by the angle $2\phi$. After making the identification $\mathbb{R}^2 = \mathbb{C}$, this action is given by the multiplication $e^{2i\phi}$. The rotation preserves the (elliptic) distance (I.7.5) given by

$$x^2 + y^2 = (x + iy)(x - iy).$$

Therefore, the orbits of rotations are circles and any line passing the origin (a “spoke”) is rotated by an angle $2\phi$—see Fig. II.3.1(E). We can also see that those rotations are isometries for the conformally-invariant metric (I.10.14) on the elliptic unit disk. Moreover, the rotated “spokes”—the straight lines through the origin—are geodesics for this invariant metric.

A natural attempt is to employ the algebraic aspect of this construction and translate to two other cases (parabolic and hyperbolic) through the respective hypercomplex numbers.

**Exercise I.11.1.** Use the algebraic similarity between the three number systems from Fig. B.2 and its geometric depiction from Fig. II.3.1 to check the following for each EPH case:

i. The algebraic EPH disks are defined by the condition $d_{\sigma,\sigma}(0, z) < 1$, where $d_{\sigma,\sigma}^2(0, z) = \bar{z}z$.

ii. There is the one-parameter group of automorphisms provided by multiplication by $e^{it}$, $t \in \mathbb{R}$. Orbits of these transformations are “rims” $d_{\sigma,\sigma}(0, z) = r$, where $r < 1$. 
iii. The “spokes”, that is, the straight lines through the origin, are rotated. In other words, the image of one spoke is another spoke.

The value of $e^{\epsilon t}$ can be defined, e.g. from the Taylor expansion of the exponent. In particular, for the parabolic case, $\epsilon^k = 0$ for all $k \geq 2$, so $e^{\epsilon t} = 1 + \epsilon t$. Then, the parabolic rotations explicitly act on dual numbers as follows:

(I.11.2) \[ e^{\epsilon x} : a + \epsilon b \mapsto a + \epsilon(ax + b). \]

In other words, the value of the imaginary part does not affect transformation of the real one, but not vice versa. This links the parabolic rotations with the Galilean group \[273\] of symmetries of classical mechanics, with the absolute time disconnected from space, cf. Section I.8.4.

The obvious algebraic similarity from Exercise II.3.1 and the connection to classical kinematics is a widespread justification for the following viewpoint on the parabolic case, cf. \[102,273\]:

- The parabolic trigonometric functions $\cosp$ and $\sinp$ are trivial:

(I.11.3) \[ \cosp t = \pm 1, \quad \sinp t = t. \]

- The parabolic distance is independent from $v$ if $u \neq 0$:

(I.11.4) \[ u^2 = (u + \epsilon v)(u - \epsilon v). \]

- The polar decomposition of a dual number is defined by, cf. \[273, \text{App. C(30')}]::

(I.11.5) \[ u + \epsilon v = u(1 + \epsilon \frac{v}{u}), \quad \text{thus} \quad |u + \epsilon v| = u, \quad \arg(u + \epsilon v) = \frac{v}{u}. \]

- The parabolic wheel looks rectangular, see Fig. II.3.1($P_0$).

These algebraic analogies are quite explicit and are widely accepted as an ultimate source for parabolic trigonometry \[102,193,273\]. However, we will see shortly that there exist geometric motivation and a connection with the parabolic equation of mathematical physics.
I.11.2. Unitary Rotations—a Geometrical Viewpoint

We make another attempt at describing parabolic rotations. The algebraic attempt exploited the representation of rotation by hypercomplex multiplication. However, in the case of dual numbers this leads to a degenerate picture. If multiplication (a linear transformation) is not sophisticated enough for this, we can advance to the next level of complexity: linear-fractional.

In brief, we change our viewpoint from algebraic to geometric. Elliptic and hypercomplex rotations of the respective unit disks are also Möbius transformations from the one-parameter subgroups $K$ and $A'$ in the respective Cayley transform. Therefore, the parabolic counterpart corresponds to Möbius transformations from the subgroup $N'$.

For the sake of brevity, we will only treat the elliptic version $P_e$ of the parabolic Cayley transform from Section I.10.3. We use the Cayley transform defined by the matrix

$$C_\varepsilon = \begin{pmatrix} 1 & -\varepsilon \\ -\varepsilon & 1 \end{pmatrix}.$$  

The Cayley transform of matrices (I.3.7) from the subgroup $N$ is

$$\begin{pmatrix} 1 & -\varepsilon \\ -\varepsilon & 1 \end{pmatrix} \begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \varepsilon \\ \varepsilon & 1 \end{pmatrix} = \begin{pmatrix} 1 + \varepsilon t & t \\ 0 & 1 - \varepsilon t \end{pmatrix} = \begin{pmatrix} e^{\varepsilon t} & t \\ 0 & e^{-\varepsilon t} \end{pmatrix}.$$  

This is not too different from the diagonal forms in the elliptic (I.10.4) and hyperbolic (I.10.10). However, the off-diagonal $(1, 2)$-term destroys harmony. Nevertheless, we will continue defining a unitary parabolic rotation to be the Möbius transformation with the matrix (I.11.6), which is no longer multiplication by a scalar. For the subgroup $N'$, the matrix is obtained by transposition of (I.11.6).

In the elliptic and hyperbolic cases, the image of reference point $(-\iota)$ is:

$$\begin{pmatrix} e^{i t} & 0 \\ 0 & e^{-i t} \end{pmatrix} : -\iota \mapsto \sin 2t - \iota \cos 2t,$$

$$\begin{pmatrix} e^{j t} & 0 \\ 0 & e^{-j t} \end{pmatrix} : -\jmath \mapsto -\sinh 2t - j \cosh 2t,$$

**Exercise I.11.2.** Check that parabolic rotations with the upper-triangular matrices from the subgroup $N$ become:

$$\begin{pmatrix} e^{\varepsilon t} & t \\ 0 & e^{-\varepsilon t} \end{pmatrix} : -\varepsilon \mapsto t - \varepsilon(1 - t^2).$$

This coincides with the *cyclic rotations* defined in [273, § 8]. A comparison with the Euler formula seemingly confirms that $\sin \varepsilon t = t$, but suggests a new expression for $\cosp t$:

$$\cosp t = 1 - t^2, \quad \sin \varepsilon t = t.$$

Therefore, the parabolic Pythagoras’ identity would be

$$\sin^2 \varepsilon t + \cosp \varepsilon t = 1,$$
which fits well between the elliptic and hyperbolic versions:

\[ \sin^2 t + \cos^2 t = 1, \quad \sinh^2 t - \cosh^2 t = -1. \]

The identity (I.11.10) is also less trivial than the version \( \cosp^2 t = 1 \) from (II.3.3)–(II.3.4)—see also [102]. The possible ranges of the cosine and sine functions are given by the table:

<table>
<thead>
<tr>
<th></th>
<th>elliptic</th>
<th>parabolic</th>
<th>hyperbolic</th>
</tr>
</thead>
<tbody>
<tr>
<td>cosine</td>
<td>([-1, 1])</td>
<td>((-\infty, 1])</td>
<td>([1, \infty))</td>
</tr>
<tr>
<td>sine</td>
<td>([-1, 1])</td>
<td>((-\infty, \infty))</td>
<td>((-\infty, \infty))</td>
</tr>
</tbody>
</table>

There is a second option for defining parabolic rotations for the lower-triangular matrices from the subgroup \( N' \). The important difference is now that the reference point cannot be \(-\varepsilon\) since it is a fixed point (as well as any point on the vertical axis). Instead, we take \( \varepsilon^{-1} \), which is an ideal element (a point at infinity), since \( \varepsilon \) is a divisor of zero. The proper treatment is based on the projective coordinates, where point \( \varepsilon^{-1} \) is represented by a vector \( (1, \varepsilon) \)—see Section I.8.1.

**Exercise I.11.3.** Check the map of reference point \( \varepsilon^{-1} \) for the subgroup \( N' \):

\[
\begin{pmatrix}
  e^{-\varepsilon t} & 0 \\
  t & e^{\varepsilon t}
\end{pmatrix}
: \frac{1}{\varepsilon} \mapsto \frac{1}{t} + \varepsilon \left( 1 - \frac{1}{t^2} \right).
\]

A comparison with (I.11.9) shows that this form is obtained by the substitution \( t \mapsto t^{-1} \). The same transformation gives new expressions for parabolic trigonometric functions. The parabolic “unit cycle” is defined by the equation \( u^2 - v = 1 \) for both subgroups—see Fig. I.10.1(P) and (P') and Exercise I.10.4. However, other orbits are different and we will give their description in the next section. Figure I.10.1 illustrates Möbius actions of matrices (I.11.7), (I.11.8) and (I.11.6) on the respective “unit disks”, which are images of the upper half-planes under the respective Cayley transforms from Sections I.10.1 and I.10.3.

At this point, the reader may suspect that the structural analogy mentioned at the beginning of the section is insufficient motivation to call transformations (I.11.9) and (I.11.11) “parabolic rotation” and the rest of the chapter is a kind of post-modern deconstruction. To dispel any doubts, we present the following example:

**Example I.11.4 (The heat equation and kernel).** The dynamics of heat distribution \( f(x, t) \) over a one-dimensional infinite string is modelled by the partial differential equation

\[
(I.11.12) \quad (\partial_t - k\partial_x^2)f(x, t) = 0, \quad \text{where } x \in \mathbb{R}, \ t \in \mathbb{R}_+.
\]

For the initial-value problem with the data \( f(x, 0) = g(x) \), the solution is given by the convolution (Poisson’s integral) [269, § 14.2]:

\[
(I.11.13) \quad u(x, t) = \frac{1}{\sqrt{4\pi kt}} \int_{-\infty}^{\infty} \exp \left( -\frac{(x - y)^2}{4kt} \right) g(y) \, dy,
\]

with the function \( \exp(-\frac{x^2}{4kt}) \), which is called the heat kernel.
EXERCISE I.11.5. Check that the Möbius transformations
\[
\begin{pmatrix} 1 & 0 \\ c & 1 \end{pmatrix} : x + \varepsilon t \mapsto \frac{x + \varepsilon t}{c(x + \varepsilon t) + 1}
\]
from the subgroup \(N'\) do not change the heat kernel. **Hint:** \(N'\)-orbits from Fig. I.3.1 are contour lines of the function \(\exp(-\frac{u^2}{t})\).

The last example hints at further works linking the parabolic geometry with parabolic partial differential equations.

### I.11.3. Rebuilding Algebraic Structures from Geometry

Rotations in elliptic and hyperbolic cases are given by products of complex or double numbers, respectively, and, thus, are linear. However, non-trivial parabolic rotations (I.11.9) and (I.11.11) (Fig. I.10.1\((P)\) and \((P')\)) are not linear.

Can we find algebraic operations for dual numbers which linearise these Möbius transformations? To this end, we will “revert a theorem into a definition” and use this systematically to recover a compatible algebraic structure.

**I.11.3.1. Modulus and Argument.** In the elliptic and hyperbolic cases, orbits of rotations are points with a constant norm (modulus), either \(x^2 + y^2\) or \(x^2 - y^2\). In the parabolic case, we already employed this point of view in Chapter I.9 to treat orbits of the subgroup \(N'\) as equidistant points for certain Möbius-invariant metrics, and we will do this again.

**Definition I.11.6.** Orbits of actions (I.11.9) and (I.11.11) are contour lines for the following functions which we call the respective moduli (norms):

\[(I.11.14) \quad \text{for } N : |u + \varepsilon v| = u^2 - v, \quad \text{for } N' : |u + \varepsilon v|' = \frac{u^2}{v + 1}.
\]

**Remark I.11.7.** The definitions are supported by the following observations:

i. The expression \(|(u, v)| = u^2 - v\) represents a parabolic distance from \((0, \frac{1}{2})\) to \((u, v)\)—see Exercise I.10.6—which is in line with the parabolic Pythagoras’ identity (I.11.10).

ii. The modulus for \(N'\) expresses the parabolic focal length from \((0, -1)\) to \((u, v)\) as described in Exercise I.10.7.

The only straight lines preserved by both parabolic rotations \(N\) and \(N'\) are vertical lines, so we will treat them as “spokes” for parabolic “wheels”. Elliptic spokes, in mathematical terms, are “points on the complex plane with the same argument”. Therefore we again use this for the parabolic definition.

**Definition I.11.8.** Parabolic arguments are defined as follows:

\[(I.11.15) \quad \text{for } N : \arg(u + \varepsilon v) = u, \quad \text{for } N' : \arg'(u + \varepsilon v) = \frac{1}{u}.
\]

Both Definitions I.11.6 and I.11.8 possess natural properties with respect to parabolic rotations.
Exercise I.11.9. Let \( w_t \) be a parabolic rotation of \( w \) by an angle \( t \) in (I.11.9) or in (I.11.11). Then

\[
|w_t|^{(r)} = |w|^{(r)}, \quad \arg^{(r)} w_t = \arg^{(r)} w + t,
\]

where the primed versions are used for subgroup \( N' \).

Remark I.11.10. Note that, in the commonly-accepted approach, cf. [273, App. C(30')], the parabolic modulus and argument are given by expressions (II.3.5), which are, in a sense, opposite to our present agreements.

I.11.3.2. Rotation as Multiplication. We revert again theorems into definitions to assign multiplication. In fact, we consider parabolic rotations as multiplications by unimodular numbers, thus we define multiplication through an extension of properties from Exercise I.11.9:

Definition I.11.11. The product of vectors \( w_1 \) and \( w_2 \) is defined by the following two conditions:

i. \( \arg^{(r)} (w_1 w_2) = \arg^{(r)} w_1 + \arg^{(r)} w_2 \) and

ii. \( |w_1 w_2|^{(r)} = |w_1|^{(r)} \cdot |w_2|^{(r)} \).

Hereafter, primed versions of formulae correspond to the case of subgroup \( N' \) and unprimed to the subgroup \( N \).

We also need a special form of parabolic conjugation which coincides with sign reversion of the argument:

Definition I.11.12. Parabolic conjugation is given by

\[
\overline{u + \varepsilon v} = -u + \varepsilon v.
\] (I.11.16)

Obviously, we have the properties \( |\overline{w}|^{(r)} = |w|^{(r)} \) and \( \arg^{(r)} \overline{w} = -\arg^{(r)} w \). A combination of Definitions I.11.6, I.11.8 and I.11.11 uniquely determines expressions for products.

Exercise I.11.13. Check the explicit expressions for the parabolic products:

(I.11.17) For \( N \):

\[
(u, v) \star (u', v') = (u + u', (u + u')^2 - (u^2 - v)(u'^2 - v')).
\]

(I.11.18) For \( N' \):

\[
(u, v) \star (u', v') = \left(\frac{uu'}{u + u'}, \frac{(v + 1)(v' + 1)}{(u + u')^2} - 1\right).
\]

Although both the above expressions look unusual, they have many familiar properties, which are easier to demonstrate from the implicit definition rather than the explicit formulae.

Exercise I.11.14. Check that both the products (I.11.17) and (I.11.18) satisfy the following conditions:

i. They are commutative and associative.

ii. The respective rotations (I.11.9) and (I.11.11) are given by multiplications of a dual number with the unit norm.

iii. The product \( w_1 \overline{w}_2 \) is invariant under the respective rotations (I.11.9) and (I.11.11).
iv. For any dual number \( w \), the following identity holds:
\[
|\overline{ww}| = |w|^2.
\]

In particular, the property (I.11.14.iii) will be crucial below for an inner product.

We defined multiplication through the modulus and argument described in the previous subsection. Our notion of the norm is rotational-invariant and unique up to composition with a monotonic function of a real argument—see the discussion in Section I.9.2. However, the argument can be defined with greater freedom—see Section I.11.6.2.

### I.11.4. Invariant Linear Algebra

Now, we wish to define a linear structure on \( \mathbb{R}^2 \) which is invariant under point multiplication from the previous subsection (and, thus, under the parabolic rotations, cf. Exercise I.11.14.ii). Multiplication by a real scalar is straightforward (at least for a positive scalar)—it should preserve the argument and scale the norm of a vector. Thus, we have formulae, for \( a > 0 \),

\[
(I.11.19) \quad a \cdot (u, v) = (u, av + u^2(1 - a)) \quad \text{for } N \quad \text{and}
\]

\[
(I.11.20) \quad a \cdot (u, v) = \left( u, \frac{v + 1}{a} - 1 \right) \quad \text{for } N'.
\]

On the other hand, the addition of vectors can be done in several different ways. We present two possibilities—one is tropical and the other, exotic.

#### I.11.4.1. Tropical form.

**Exercise** I.11.15 (Tropical mathematics). Consider the so-called max-plus algebra \( \mathbb{R}_{\max} \), namely the field of real numbers together with minus infinity: \( \mathbb{R}_{\max} = \mathbb{R} \cup \{ -\infty \} \).

Define operations \( x \oplus y = \max(x, y) \) and \( x \odot y = x + y \). Check that:

i. The addition \( \oplus \) and the multiplication \( \odot \) are associative.

ii. The addition \( \oplus \) is commutative.

iii. The multiplication \( \odot \) is distributive with respect to the addition \( \oplus \);

iv. \(-\infty\) is the neutral element for \( \oplus \).

Similarly, define \( \mathbb{R}_{\min} = \mathbb{R} \cup \{ +\infty \} \) with the operations \( x \oplus y = \min(x, y) \), \( x \odot y = x + y \) and verify the above properties.

The above example is fundamental in the broad area of tropical mathematics or idempotent mathematics, also known as Maslov dequantisation algebras—see [198] for a comprehensive survey.

Let us introduce the lexicographic order on \( \mathbb{R}^2 \):

\[
(u, v) < (u', v') \quad \text{if and only if } \begin{cases} 
\text{either} & u < u', \\
\text{or} & u = u', \ v < v'.
\end{cases}
\]

**Exercise** I.11.16. Check that above relation is transitive.

One can define functions \( \min \) and \( \max \) of a pair of points on \( \mathbb{R}^2 \), respectively. Then, an addition of two vectors can be defined either as their minimum or maximum.
EXERCISE I.11.17. Check that such an addition is commutative, associative and distributive with respect to scalar multiplications (I.11.19) and (I.11.20) and, consequently, is invariant under parabolic rotations.

Although an investigation of this framework looks promising, we do not study it further for now.

I.11.4.2. Exotic form. Addition of vectors for both subgroups $N$ and $N'$ can be defined by the following common rules, where subtle differences are hidden within the corresponding Definitions I.11.6 (norms) and I.11.8 (arguments).

**Definition I.11.18.** Parabolic addition of vectors is defined by the formulae:

\[
\text{arg}(w_1 + w_2) = \frac{\text{arg}(w_1 |w_1|) + \text{arg}(w_2 |w_2|)}{|w_1 + w_2|} \quad \text{and} \quad |w_1 + w_2| = |w_1| \pm |w_2|,
\]

where primed versions are used for the subgroup $N'$.

The rule for the norm of sum (I.11.22) may look too trivial at first glance. We should say, in its defence, that it fits well between the elliptic $|w + w'| \leq |w| + |w'|$ and hyperbolic $|w + w'| \geq |w| + |w'|$ triangle inequalities for norms—see Section I.9.3 for their discussion.

The rule (I.11.21) for the argument of the sum is also not arbitrary. From the law of sines in Euclidean geometry, we can deduce that

\[
\sin(\phi - \psi') = \frac{\sin(\psi - \psi')}{|w + w'|} \quad \text{and} \quad \sin(\psi' - \phi) = \frac{|w'| \cdot \sin(\psi - \psi')}{|w + w'|},
\]

where $\psi^{(i)} = \text{arg}(w^{(i)})$ and $\phi = \text{arg}(w + w^{(i)})$. Using parabolic expression (II.3.3) for the sine, $\sinp \theta = \theta$, we obtain the arguments addition formula (I.11.21).

A proper treatment of zeros in the denominator of (I.11.21) can be achieved through a representation of a dual number $w = u + \epsilon v$ as a pair of homogeneous polar (projective) coordinates $[a, r] = [|w|^{(i)} \cdot \text{arg}(w)|w|^{(i)}]$. Then, the above addition is defined component-wise in the homogeneous coordinates

\[
w_1 + w_2 = [a_1 + a_2, r_1 + r_2], \quad \text{where} \quad w_i = [a_i, r_i].
\]

The multiplication from Definition I.11.11 is given in the homogeneous polar coordinates by

\[
w_1 \cdot w_2 = [a_1 r_2 + a_2 r_1, r_1 r_2], \quad \text{where} \quad w_i = [a_i, r_i].
\]

Thus, homogeneous coordinates linearise the addition (I.11.21) and (I.11.22) and multiplication by a scalar (I.11.19).

Both formulae (I.11.21) and (I.11.22) together uniquely define explicit expressions for the addition of vectors. However, these expressions are rather cumbersome and not really much needed. Instead, we list the properties of these operations.

**EXERCISE I.11.19.** Verify that the vector additions for subgroups $N$ and $N'$ defined by (I.11.21) and (I.11.22) satisfy the following conditions:

i. they are commutative and associative;
ii. they are distributive for multiplications (I.11.17) and (I.11.18). Consequently:
iii. they are parabolic rotationally-invariant;
iv. they are distributive in both ways for the scalar multiplications (I.11.19) and (I.11.20), respectively:
\[ a \cdot (w_1 + w_2) = a \cdot w_1 + a \cdot w_2, \quad (a + b) \cdot w = a \cdot w + b \cdot w. \]

To complete the construction, we need to define the zero vector and the inverse.

\[ \text{EXERCISE I.11.20. Check that, for corresponding subgroups, we have:} \]
\[ (N): \text{The zero vector is } (0, 0) \text{ and, consequently, the inverse of } (u, v) \text{ is } (u, 2u^2 - v). \]
\[ (N'): \text{The zero vector is } (\infty, -1) \text{ and, consequently, the inverse of } (u, v) \text{ is } (u, -v-2). \]

Thereafter, we can check that scalar multiplications by negative reals are given by the same identities (I.11.19) and (I.11.20) as for positive ones.

**I.11.5. Linearisation of the Exotic Form**

Some useful information can be obtained from the transformation between the parabolic unit disk and its linearised model. In such linearised coordinates \((a, b)\), the addition (I.11.21) and (I.11.22) is done in the usual coordinate-wise manner: \((a, b) + (a', b') = (a + a', b + b')\).

\[ \text{EXERCISE I.11.21. Calculate values of } a \text{ and } b \text{ in the linear combination } (u, v) = a \cdot (1, 0) + b \cdot (-1, 0) \text{ and check the following:} \]

i. For the subgroup N, the relations are:

\[ u = \frac{a - b}{a + b}, \quad v = \frac{(a - b)^2}{(a + b)^2} - (a + b), \]

\[ a = \frac{u^2 - v}{2}(1 + u), \quad b = \frac{u^2 - v}{2}(1 - u). \]

ii. For the subgroup N', the relations are:

\[ u = \frac{a + b}{a - b}, \quad v = \frac{(a + b)}{(a - b)^2} - 1, \quad a = \frac{u(u+1)}{2(v+1)}, \quad b = \frac{u(u-1)}{2(v+1)}. \]

We also note that both norms (I.11.14) have exactly the same value \(a + b\) in the respective \((a, b)\)-coordinates. It is not difficult to transfer parabolic rotations from the \((u, v)\)-plane to \((a, b)\)-coordinates.

\[ \text{EXERCISE I.11.22. Show that:} \]

i. The expression for N action (I.11.9) in \((a, b)\) coordinates is:

\[ \left( \begin{array}{c} e^{\varepsilon t} \\ 0 \\ e^{-\varepsilon t} \end{array} \right) : (a, b) \mapsto \left( a + \frac{t}{2}(a + b), b - \frac{t}{2}(a + b) \right). \]

\[ \text{HINT: Use identities (I.11.23).} \]
ii. After (Euclidean) rotation by $45^\circ$ given by

$$\begin{align*}
(a, b) \mapsto (a + b, a - b),
\end{align*}$$

formula (I.11.25) coincides with the initial parabolic rotation (II.3.2) shown in Fig. II.3.1($P_0$).

iii. The composition of transformations (I.11.23) and (I.11.26) maps algebraic operations from Definitions I.11.11 and I.11.18 to the corresponding operations on dual numbers.

This should not be surprising, since any associative and commutative two-dimensional algebra is formed either by complex, dual or double numbers [193]. However, it does not trivialise our construction, since the above transition is essentially singular and shall be treated within the birational geometry framework [176]. Similar singular transformations of time variable in the hyperbolic setup allow us to linearise many non-linear problems of mechanics [228, 229].

Another application of the exotic linear algebra is the construction of linear representations of $SL_2(\mathbb{R})$ induced by characters of subgroup $N'$ which are realised as parabolic rotations [157].

I.11.6. Conformality and Geodesics

We conclude our consideration of the parabolic rotations with a couple of links to other notions considered earlier.

I.11.6.1. Retrospective: Parabolic Conformality. The irrelevance of the standard linear structure for parabolic rotations manifests itself in many different ways, e.g. in an apparent “non-conformality” of lengths from parabolic foci, that is, with the parameter $\sigma = 0$ in Proposition I.7.14.iii. Adapting our notions to the proper framework restores a clear picture.

The initial Definition I.7.13 of conformality considers the usual limit $y' \to y$ along a straight line, i.e. a “spoke” in terms of Fig. II.3.1. This is justified in the elliptic and hyperbolic cases. However, in the parabolic setting the proper “spokes” are vertical lines—see Definition I.11.8 of the argument and the illustration in Fig. I.10.1($P$) and ($P'$). Therefore, the parabolic limit should be taken along the vertical lines.

**Definition I.11.23.** We say that a length $l$ is $p$-conformal if, for any given $P = u + iv$ and another point $P' = u' + iv'$, the following limit exists and is independent from $u'$:

$$
\lim_{v' \to \infty} \frac{l(QQ')}{l(PP')}, \quad \text{where} \quad g \in SL_2(\mathbb{R}), \quad Q = g \cdot P, \quad Q' = g \cdot P'.
$$

**Exercise I.11.24.** Let the focal length be given by the identity (I.7.7) with $\sigma = \bar{\sigma} = 0$:

$$
l_{f_{\bar{\sigma}}}^2(\overrightarrow{PP'}) = -\bar{\sigma}p^2 - 2vp, \quad \text{where} \quad p = \frac{(u' - u)^2}{2(v' - v)}.\n$$

Check that $l_{f_{\bar{\sigma}}}$ is $p$-conformal and, moreover,

$$
\lim_{v' \to \infty} \frac{l_{f_{\bar{\sigma}}}(QQ')}{l_{f_{\bar{\sigma}}}(PP')} = \frac{1}{(cu + d)^2}, \quad \text{where} \quad g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
$$
and \( Q = g \cdot P, Q' = g \cdot P' \).

**I.11.6.2. Perspective: Parabolic Geodesics.** We illustrated unitary rotations of the unit disk by an analogy with a wheel. Unitarity of rotations is reflected in the rigid structure of transverse “rims” and “spokes”. The shape of “rims” is always predefined—they are orbits of rotations. They also define the loci of points with the constant norm. However, there is some flexibility in our choice of parabolic “spokes”, i.e. points with the same value of argument. This is not determined even under the strict guidance of the elliptic and hyperbolic cases.

In this chapter, we take the simplest possible assumption: elliptic and hyperbolic “spokes” are straight lines passing through the origin. Consequently, we have looked for parabolic “spokes” which are straight lines as well. The only family of straight lines invariant under the parabolic rotations (I.11.9) and (I.11.11) are vertical lines, thus we obtained the situation depicted in Fig. I.10.1.

However, the above path is not the only possibility. We can view straight lines in the elliptic and hyperbolic cases as geodesics for the invariant distance on the respective unit disks, see Exercise I.10.14(e,p). This is perfectly consistent with unitary rotations and suggests that parabolic “rims” for rotations (I.11.11) shall be respective parabolic geodesics on the parabolic unit disk, see Fig. I.11.2.

There are three flavours of parabolic geodesics, cf. Fig. I.9.3(P\(_E\)-P\(_H\)) and Exercise I.10.14(p). All of them can be used as “spokes” of parabolic unit disk, but we show only the elliptic flavour in Fig. I.11.2.

**Exercise** I.11.25. Define the parabolic argument to be constant along geodesics from Exercise I.10.14(p) drawn by blue lines in Fig. I.9.3. What is the respective multiplication formula? Is there a rotation-invariant linear algebra?
Part II

Harmonic Analysis
LECTURE II.1

Elements of the Representation Theory

II.1.1. Representations of Groups

Objects unveil their nature in actions. Groups act on other sets by means of representations. A representation of a group \( G \) is a group homomorphism of \( G \) in a transformation group of a set. It is a fundamental observation that linear objects are easier to study. Therefore we begin from linear representations of groups.

DEFINITION II.1.1. A linear continuous representation of a group \( G \) is a continuous function \( T(g) \) on \( G \) with values in the group of non-degenerate linear continuous transformation in a linear space \( H \) (either finite or infinite dimensional) such that \( T(g) \) satisfies to the functional identity:

\[
T(g_1 g_2) = T(g_1) T(g_2).
\]

REMARK II.1.2. If we have a representation of a group \( G \) by its action on a set \( X \) we can use the following linearization procedure. Let us consider a linear space \( L(X) \) of functions \( X \to \mathbb{C} \) which may be restricted by some additional requirements (e.g. integrability, boundedness, continuity, etc.). There is a natural representation of \( G \) on \( L(X) \) which produced by its action on \( X \):

\[
g : f(x) \mapsto \rho_g f(x) = f(g^{-1} \cdot x), \quad \text{where } g \in G, \ x \in X.
\]

Clearly this representation is already linear. However in many practical cases the formula for linearization (II.1.2) has some additional terms which are required to make it, for example, unitary.

EXERCISE II.1.3. Show that \( T(g^{-1}) = T^{-1}(g) \) and \( T(e) = I \), where \( I \) is the identity operator on \( H \).

EXERCISE II.1.4. Show that these are linear continuous representations of corresponding groups:

i. Operators \( T(x) \) such that \([T(x) f](t) = f(t + x)\) form a representation of \( \mathbb{R} \) in \( L_2(\mathbb{R}) \).

ii. Operators \( T(n) \) such that \( T(n) a_k = a_{k+n} \) form a representation of \( \mathbb{Z} \) in \( \ell_2 \).

iii. Operators \( T(a, b) \) defined by

\[
[T(a, b) f](x) = \sqrt{a} f(ax + b), \quad a \in \mathbb{R}_+, \ b \in \mathbb{R}
\]

form a representation of \( ax + b \) group in \( L_2(\mathbb{R}) \).
iv. Operators $T(s, x, y)$ defined by

$$[T(s, x, y) f](t) = e^{i(2s - \sqrt{2}yt + xy)} f(t - \sqrt{2}x)$$

form Schrödinger representation of the Heisenberg group $\mathbb{H}^1$ in $L_2(\mathbb{R})$.

v. Operators $T(g)$ defined by

$$[T(g) f](t) = \frac{1}{ct + d} f \left( \frac{at + b}{ct + d} \right), \quad \text{where } g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix},$$

form a representation of $\text{SL}_2(\mathbb{R})$ in $L_2(\mathbb{R})$.

In the sequel a representation always means linear continuous representation. $T(g)$ is an exact representation (or faithful representation) if $T(g) = I$ only for $g = e$. The opposite case when $T(g) = I$ for all $g \in G$ is a trivial representation. The space $H$ is representation space and in most cases will be a Hilber space [128, § III.5]. If dimensionality of $H$ is finite then $T$ is a finite dimensional representation, in the opposite case it is infinite dimensional representation.

We denote the scalar product on $H$ by $\langle \cdot, \cdot \rangle$. Let $\{e_j\}$ be an (finite or infinite) orthonormal basis in $H$, i.e.

$$\langle e_j, e_j \rangle = \delta_{jk},$$

where $\delta_{jk}$ is the Kroneker delta, and linear span of $\{e_j\}$ is dense in $H$.

**Definition II.1.5.** The matrix elements $t_{jk}(g)$ of a representation $T$ of a group $G$ (with respect to a basis $\{e_j\}$ in $H$) are complex valued functions on $G$ defined by

$$t_{jk}(g) = \langle T(g) e_j, e_k \rangle.$$

**Exercise II.1.6.** Show that [268, § 1.1.3]

i. $T(g) e_k = \sum_j t_{jk}(g) e_j$.

ii. $t_{jk}(g_1 g_2) = \sum_n t_{jn}(g_1) t_{nk}(g_2)$.

It is typical mathematical questions to determine identical objects which may have a different appearance. For representations it is solved in the following definition.

**Definition II.1.7.** Two representations $T_1$ and $T_2$ of the same group $G$ in spaces $H_1$ and $H_2$ correspondingly are equivalent representations if there exist a linear operator $A : H_1 \rightarrow H_2$ with the continuous inverse operator $A^{-1}$ such that:

$$T_2(g) = A T_1(g) A^{-1}, \quad \forall g \in G.$$

**Exercise II.1.8.** Show that representation $T(a, b)$ of $ax + b$ group in $L_2(\mathbb{R})$ from Exercise II.1.4.iii is equivalent to the representation

$$[T_1(a, b) f](x) = \frac{e^{i \frac{b}{a}}}{\sqrt{a}} f \left( \frac{x}{a} \right).$$

**Hint.** Use the Fourier transform. □

The relation of equivalence is reflexive, symmetric, and transitive. Thus it splits the set of all representations of a group $G$ into classes of equivalent representations. In the sequel we study group representations up to their equivalence classes only.
EXERCISE II.1.9. Show that equivalent representations have the same matrix elements in appropriate basis.

DEFINITION II.1.10. Let $T$ be a representation of a group $G$ in a Hilbert space $H$. The adjoint representation $T'(g)$ of $G$ in $H$ is defined by

$$T'(g) = (T(g^{-1}))^*,$$

where $*$ denotes the adjoint operator in $H$.

EXERCISE II.1.11. Show that $T'$ is indeed a representation.

ii. $t_{jk}'(g) = \bar{t}_{kj}(g^{-1})$.

Recall [128, § III.5.2] that a bijection $U : H \to H$ is a unitary operator if

$$\langle Ux, Uy \rangle = \langle x, y \rangle, \quad \forall x, y \in H.$$

EXERCISE II.1.12. Show that $UU^* = I$.

DEFINITION II.1.13. $T$ is a unitary representation of a group $G$ in a space $H$ if $T(g)$ is a unitary operator for all $g \in G$. $T_1$ and $T_2$ are unitary equivalent representations if $T_1 = UT_2U^{-1}$ for a unitary operator $U$.

EXERCISE II.1.14. i. Show that all representations from Exercises II.1.4 are unitary.

ii. Show that representations from Exercises II.1.4.iii and II.1.8 are unitary equivalent.

HINT. Take that the Fourier transform is unitary for granted.

EXERCISE II.1.15. Show that if a Lie group $G$ is represented by unitary operators in $H$ then its Lie algebra $g$ is represented by selfadjoint (possibly unbounded) operators in $H$.

The following definition have a sense for finite dimensional representations.

DEFINITION II.1.16. A character of representation $T$ is equal $\chi(g) = \text{tr}(T(g))$, where $\text{tr}$ is the trace [128, § III.5.2 (Probl.)] of operator.

EXERCISE II.1.17. Show that

i. Characters of a representation $T$ are constant on the adjoint elements $g^{-1}hg$, for all $g \in G$.

ii. Character is an algebra homomorphism from an algebra of representations with Kronecker’s (tensor) multiplication [268, § 1.9] to complex numbers.

HINT. Use that $\text{tr}(AB) = \text{tr}(BA)$, $\text{tr}(A + B) = \text{tr}A + \text{tr}B$, and $\text{tr}(A \otimes B) = \text{tr}A \text{ tr}B$.

For infinite dimensional representation characters can be defined either as distributions [123, § 11.2] or in infinitesimal terms of Lie algebras [123, § 11.3].

The characters of a representation should not be confused with the following notion.
DEFINITION II.1.18. A character of a group $G$ is a one-dimensional representation of $G$.

EXERCISE II.1.19. 

i. Let $\chi$ be a character of a group $G$. Show that a character of representation $\chi$ coincides with it and thus is a character of $G$.

ii. A matrix element of a group character $\chi$ coincides with $\chi$.

iii. Let $\chi_1$ and $\chi_1$ be characters of a group $G$. Show that $\chi_1 \otimes \chi_2 = \chi_1 \chi_2$ and $\chi'(g) = \chi_1(g^{-1})$ are again characters of $G$. In other words characters of a group form a group themselves.

II.1.2. Decomposition of Representations

The important part of any mathematical theory is classification theorems on structural properties of objects. Very well known examples are:

i. The main theorem of arithmetic on unique representation an integer as a product of powers of prime numbers.

ii. Jordan’s normal form of a matrix.

The similar structural results in the representation theory are very difficult. The easiest (but still rather difficult) questions are on classification of unitary representations up to unitary equivalence.

DEFINITION II.1.20. Let $T$ be a representation of $G$ in $H$. A linear subspace $L \subset H$ is invariant subspace for $T$ if for any $x \in L$ and any $g \in G$ the vector $T(g)x$ again belong to $L$.

There are always two trivial invariant subspaces: the null space and entire $H$. All other are non-trivial invariant subspaces.

DEFINITION II.1.21. If there are only two trivial invariant subspaces then $T$ is irreducible representation. Otherwise we have reducible representation.

For any non-trivial invariant subspace we can define the restriction of representation of $T$ on it. In this way we obtain a subrepresentation of $T$.

EXAMPLE II.1.22. Let $T(a), a \in \mathbb{R}_+$ be defined as follows: $[T(a)]f(x) = f(ax)$. Then spaces of even and odd functions are invariant.

DEFINITION II.1.23. If the closure of liner span of all vectors $T(g)v$ is dense in $H$ then $v$ is called cyclic vector for $T$.

EXERCISE II.1.24. Show that for an irreducible representation any non-zero vector is cyclic.

The following important result of representation theory of compact groups is a consequence of the Exercise I.2.33 and we state here it without a proof.

THEOREM II.1.25. [123, § 9.2]

i. Every topologically irreducible representation of a compact group $G$ is finite-dimensional and unitarizable.

ii. If $T_1$ and $T_2$ are two inequivalent irreducible representations, then every matrix element of $T_1$ is orthogonal in $L_2(G)$ to every matrix element of $T_2$. 
iii. For a compact group $G$ its dual space $\hat{G}$ is discrete.

The important property of unitary representation is complete reducibility.

**Exercise II.1.26.** Let a unitary representation $T$ has an invariant subspace $L \subset H$, then its orthogonal completion $L^\perp$ is also invariant.

**Definition II.1.27.** A representation on $H$ is called decomposable if there are two non-trivial invariant subspaces $H_1$ and $H_2$ of $H$ such that $H = H_1 \oplus H_2$.

If a representation is not decomposable then its primary.

**Theorem II.1.28.** [123, §8.4] Any unitary representation $T$ of a locally compact group $G$ can be decomposed in a (continuous) direct sum irreducible representations:

$$T = \int_X T_x \, d\mu(x).$$

The necessity of continuous sums appeared in very simple examples:

**Exercise II.1.29.** Let $T$ be a representation of $\mathbb{R}$ in $L^2(\mathbb{R})$ as follows: $[T(a)f](x) = e^{iax}f(x)$. Show that

i. Any measurable set $E \subset \mathbb{R}$ define an invariant subspace of functions vanishing outside $E$.

ii. $T$ does not have invariant irreducible subrepresentations.

**Definition II.1.30.** The set of equivalence classes of unitary irreducible representations of a group $G$ is denoted by $\hat{G}$ and called dual object (or dual space) of the group $G$.

**Definition II.1.31.** A left regular representation $\Lambda(g)$ of a group $G$ is the representation by left shifts in the space $L^2(G)$ of square-integrable function on $G$ with the left Haar measure

$$\Lambda g : f(h) \mapsto f(g^{-1}h).$$

The main problem of representation theory is to decompose a left regular representation $\Lambda(g)$ into irreducible components.

**II.1.3. Invariant Operators and Schur’s Lemma**

It is a pleasant feature of an abstract theory that we obtain important general statements from simple observations. Finiteness of invariant measure on a compact group is one such example. Another example is Schur’s Lemma presented here.

To find different classes of representations we need to compare them each other. This is done by intertwining operators.

**Definition II.1.32.** Let $T_1$ and $T_2$ are representations of a group $G$ in spaces $H_1$ and $H_2$ correspondingly. An operator $\Lambda : H_1 \to H_2$ is called an intertwining operator if

$$\Lambda T_1(g) = T_2(g) \Lambda, \quad \forall g \in G.$$ 

If $T_1 = T_2 = T$ then $\Lambda$ is intertwining operator or commuting operator for $T$.

**Exercise II.1.33.** Let $G$, $H$, $T(g)$, and $\Lambda$ be as above. Show the following: [268, §1.3.1]
i. Let $x \in H$ be an eigenvector for $A$ with eigenvalue $\lambda$. Then $T(g)x$ for all $g \in G$ are eigenvectors of $A$ with the same eigenvalue $\lambda$.

ii. All eigenvectors of $A$ with a fixed eigenvalue $\lambda$ for a linear subspace invariant under all $T(g)$, $g \in G$.

iii. If an operator $A$ is commuting with irreducible representation $T$ then $A = \lambda I$.

HINT. Use the spectral decomposition of selfadjoint operators $[128, \S V.2.2]$. □

The next result have very important applications.

**Lemma** II.1.34 (Schur). $[123, \S 8.2]$ If two representations $T_1$ and $T_2$ of a group $G$ are irreducible, then every intertwining operator between them is either zero or invertible.

HINT. Consider subspaces $\ker A \subset H_1$ and $\text{im} A \subset H_2$. □

**Exercise** II.1.35. Show that

i. Two irreducible representations are either equivalent or disjunctive.

ii. All operators commuting with an irreducible representation form a field.

iii. Irreducible representation of commutative group are one-dimensional.

iv. If $T$ is unitary irreducible representation in $H$ and $B(\cdot, \cdot)$ is a bounded semi linear form in $H$ invariant under $T$: $B(T(g)x, T(g)y) = B(x, y)$ then $B(\cdot, \cdot) = \lambda \langle \cdot, \cdot \rangle$.

HINT. Use that $B(\cdot, \cdot) = \langle A \cdot, \cdot \rangle$ for some $A$ $[128, \S III.5.1]$. □

**II.1.4. Induced Representations**

The general scheme of induced representations is as follows, see $[83, \text{Ch. 6}; 123, \S 13.2; 134, \S 3.1; 257, \text{Ch. 5}]$ and subsection I.2.2.2. Let $G$ be a group and let $H$ be its subgroup. Let $X = G/H$ be the corresponding left homogeneous space and $s : X \to G$ be a continuous function (section) $[123, \S 13.2]$ which is a right inverse to the natural projection $p : G \to G/H$.

Then any $g \in G$ has a unique decomposition of the form $g = s(x)h^{-1}$ where $x = p(g) \in X$ and $h \in H$. We define the map $r : G \to H$:

$$r(g) = s(x)^{-1}g, \quad \text{where } x = p(g).$$

Note that $X$ is a left homogeneous space with the $G$-action defined in terms of $p$ and $s$ as follows, see Ex. I.2.22:

$$g : x \mapsto g \cdot x = p(g \ast s(x)),$$

where $\ast$ is the multiplication on $G$.

Let $\chi : H \to B(V)$ be a linear representation of $H$ in a vector space $V$, e.g. by unitary rotations in the algebra of either complex, dual or double numbers. Then $\chi$ induces a linear representation of $G$, which is known as induced representation in the sense of Mackey $[123, \S 13.2]$. This representation has the canonical realisation $\rho$ in a space of $V$-valued functions on $X$. It is given by the formula (cf. $[123, \S 13.2.(7)-(9)]$):

$$[\rho_x(g)f](x) = \chi(r(g^{-1} \ast s(x))) f(g^{-1} \cdot x),$$
where \( g \in G, x \in X, h \in H \) and \( r : G \rightarrow H, s : X \rightarrow G \) are maps defined above; \( * \) denotes multiplication on \( G \) and \( \cdot \) denotes the action (II.1.10) of \( G \) on \( X \) from the left.

In the case of complex numbers this representation automatically becomes unitary in the space \( L_2(X) \) of the functions square integrable with respect to a measure \( d\mu \) if instead of the representation \( \chi \) one uses the following substitute:

\[
\chi_0(h) = \chi(h) \left( \frac{d\mu(h \cdot x)}{d\mu(x)} \right)^{\frac{1}{2}}.
\]

However in our study the unitarity of representations or its proper replacements is a more subtle issue and we will consider it separately.

An alternative construction of induced representations is realised on the space of functions on \( G \) which have the following property:

\[
F(gh) = \chi(h)F(g), \quad \text{for all } h \in H.
\]

This space is invariant under the left shifts. The restriction of the left regular representation to this subspace is equivalent to the induced representation described above.

**Exercise II.1.36.**

i. Write the intertwining operator for this equivalence.

ii. Define the corresponding inner product on the space of functions II.1.13 in such a way that the above intertwining operator becomes unitary.

**Hint.** Use the map \( s : X \rightarrow G \).
LECTURE II.2

Wavelets on Groups and Square Integrable Representations

A matured mathematical theory looks like a tree. There is a solid trunk which supports all branches and leaves but could not be alive without them. In the case of group approach to wavelets the trunk of the theory is a construction of wavelets from a square integrable representation [27], [3, Chap. 8]. We begin from this trunk which is a model for many different generalisations and will continue with some smaller “generalising” branches later.

II.2.1. Wavelet Transform on Groups

Let $G$ be a group with a left Haar measure $d\mu$ and let $\rho$ be a unitary irreducible representation of a group $G$ by operators $\rho_g$, $g \in G$ in a Hilbert space $H$.

**Definition II.2.1.** Let us fix a vector $w_0 \in H$. We call $w_0 \in H$ a vacuum vector or a mother wavelet (other less-used names are ground state, fiducial vector, etc.). We will say that set of vectors $w_g = \rho(g)w_0$, $g \in G$ form a family of coherent states (wavelets).

**Exercise II.2.2.** If $\rho$ is irreducible then $w_g$, $g \in G$ is a total set in $H$, i.e. the linear span of these vectors is dense in $H$.

The wavelet transform can be defined as a mapping from $H$ to a space of functions over $G$ via its representational coefficients (also known as matrix coefficients): (II.2.1) $W : v \mapsto \hat{v}(g) = \langle \rho(g^{-1})v, w_0 \rangle = \langle v, \rho(g)w_0 \rangle = \langle v, w_g \rangle$.

**Exercise II.2.3.** Show that the wavelet transform $W$ is a continuous linear mapping and the image of a vector is a bounded continuous function on $G$. The liner space of all such images is denoted by $W(G)$.

**Exercise II.2.4.** Let a Hilbert space $H$ has a basis $e_j$, $j \in \mathbb{Z}$ and a unitary representation $\rho$ of $G = \mathbb{Z}$ defined by $\rho(k)e_j = e_{j+k}$. Write a formula for wavelet transform with $w_0 = e_0$ and characterise $W(\mathbb{Z})$.

**Answer.** $\hat{v}(n) = \langle v, e_n \rangle$.

**Exercise II.2.5.** Let $G$ be $ax + b$ group and $\rho$ is given by (cf. (II.1.3)):

(II.2.2) $[T(a, b) f](x) = \frac{1}{\sqrt{a}} f \left( \frac{x - b}{a} \right)$,

in $L^2(\mathbb{R})$. Show that
i. The representation is reducible and describe its irreducible components.

ii. for $w_0(x) = \frac{1}{2\pi i [x+i]}$, coherent states are $v_{(a,b)}(x) = \frac{\sqrt{a}}{2\pi i (x-(b-ia))}$.

iii. Wavelet transform is given by

\[ \hat{v}(a, b) = \frac{\sqrt{a}}{2\pi i} \int_{\mathbb{R}} \frac{v(x)}{x - (b + ia)} \, dx, \]

which resembles the Cauchy integral formula.

iv. Give a characteristic of $W(G)$.

v. Write the wavelet transform for the same representation of the group $ax + b$ and the Gaussian (or Gauss function) $e^{-x^2/2}$ (see Fig. II.2.1) as a mother wavelets.

![Gaussian function](image)

**Figure II.2.1.** The Gaussian function $e^{-x^2/2}$.

**Proposition II.2.6.** The wavelet transform $W$ intertwines $\rho$ and the left regular representation $\Lambda$ (II.1.8) of $G$:

\[ W\rho(g) = \Lambda(g)W. \]

**Proof.** We have:

\[ \begin{align*}
[W(\rho(g)v)](h) &= \langle \rho(h^{-1})\rho(g)v, w_0 \rangle \\
&= \langle \rho((g^{-1}h)^{-1})v, w_0 \rangle \\
&= [Wv](g^{-1}h) \\
&= [\Lambda(g)Wv](h).
\end{align*} \]

\[ \square \]

**Corollary II.2.7.** The function space $W(G)$ is invariant under the representation $\Lambda$ of $G$.

Wavelet transform maps vectors of $H$ to functions on $G$. We can consider a map in the opposite direction sends a function on $G$ to a vector in $H$. 

DEFINITION II.2.8. The inverse wavelet transform $M_{w'_0}$ associated with a vector $w'_0 \in H$ maps $L_1(G)$ to $H$ and is given by the formula:

$$M_{w'_0} : L_1(G) \to H : \hat{v}(g) \mapsto M[\hat{v}(g)] = \int_G \hat{v}(g) w'_g \, d\mu(g)$$

(II.2.3)

where in the last formula the integral express an operator acting on vector $w'_0$.

EXERCISE II.2.9. Write inverse wavelet transforms for Exercises II.2.4 and II.2.5.

ANSWER. i. For Exercises II.2.4: $v = \sum_{-\infty}^{\infty} \hat{v}(n)e_n$.

ii. For Exercises II.2.5:

$$v(x) = \frac{1}{2\pi i} \int_{\mathbb{R}^2_+} \frac{\hat{v}(a,b)}{x - (b - ia)} \frac{da \, db}{a^3}.$$  

□

LEMMA II.2.10. If the wavelet transform $W$ and inverse wavelet transform $M$ are defined by the same vector $w_0$ then they are adjoint operators: $W^* = M$.

PROOF. We have:

$$\langle M\hat{v}, w_g \rangle = \left\langle \int_G \hat{v}(g')w_{g'} \, d\mu(g'), w_g \right\rangle$$

$$= \int_G \hat{v}(g') \langle w_{g'}, w_g \rangle \, d\mu(g')$$

$$= \int_G \hat{v}(g') \langle w_g, w_{g'} \rangle \, d\mu(g')$$

$$= \langle \hat{v}, Mw_g \rangle,$$

where the scalar product in the first line is on $H$ and in the last line is on $L_2(G)$. Now the result follows from the totality of coherent states $w_g$ in $H$.  

□

PROPOSITION II.2.11. The inverse wavelet transform $M$ intertwines the representation $\Lambda$ (II.1.8) on $L_2(G)$ and $\rho$ on $H$:

$$M[\Lambda(g)\hat{v}(h)] = \rho(g)M[\hat{v}(h)].$$

PROOF. We have:

$$M[\Lambda(g)\hat{v}(h)] = M[\hat{v}(g^{-1}h)]$$

$$= \int_G \hat{v}(g^{-1}h)w_h \, d\mu(h)$$

$$= \int_G \hat{v}(h')w_{g'h'} \, d\mu(h')$$

$$= \rho(g) \int_G \hat{v}(h')w_{h'} \, d\mu(h')$$

$$= \rho(g)M[\hat{v}(h')],$$

where $h' = g^{-1}h$.  

□
**Corollary II.2.12.** The image $\mathcal{M}(L^1(G)) \subset H$ of subspace under the inverse wavelet transform $\mathcal{M}$ is invariant under the representation $\rho$.

An important particular case of such an invariant subspace is Gårding space.

**Definition II.2.13.** Let $C^0_\infty(G)$ be the space of infinitely differentiable functions with compact supports. Then for the given representation $\rho$ in $H$ the Gårding space $\mathcal{G}(\rho) \subset H$ is the image of $C^0_\infty(G)$ under the inverse wavelet transform with all possible reconstruction vectors:

$$\mathcal{G}(\rho) = \{\mathcal{M}_w \phi \mid w \in H, \phi \in C^0_\infty(G)\}.$$  

**Corollary II.2.14.** The Gårding space is invariant under the derived representation $d\rho$.

The following proposition explain the usage of the name “inverse” (not “adjoint” as it could be expected from Lemma II.2.10) for $\mathcal{M}$.

**Theorem II.2.15.** The operator

$$(\text{II.2.4}) \quad \mathcal{P} = \mathcal{M} \mathcal{W} : H \to H$$

maps $H$ into its linear subspace for which $w_0'$ is cyclic. Particularly if $\rho$ is an irreducible representation then $\mathcal{P}$ is $cI$ for some constant $c$ depending from $w_0$ and $w_0'$.

**Proof.** It follows from Propositions II.6.27 and II.2.11 that operator $\mathcal{M} \mathcal{W} : H \to H$ intertwines $\rho$ with itself. Then Corollaries II.6.28 and II.6.31 imply that the image $\mathcal{M} \mathcal{W}$ is a $\rho$-invariant subspace of $H$ containing $w_0$. From irreducibility of $\rho$ by Schur’s Lemma [123, § 8.2] one concludes that $\mathcal{M} \mathcal{W} = cI$ on $C$ for a constant $c \in \mathbb{C}$. □

**Remark II.2.16.** From Exercises II.2.4 and II.2.9 it follows that irreducibility of $\rho$ is not necessary for $\mathcal{M} \mathcal{W} = cI$, it is sufficient that $w_0$ and $w_0'$ are cyclic only.

We have similarly

**Theorem II.2.17.** Operator $\mathcal{W} \mathcal{M}$ is up to a complex multiplier a projection of $L^1(G)$ to $W(G)$.

### II.2.2. Square Integrable Representations

So far our consideration of wavelets was mainly algebraic. Usually in analysis we wish that the wavelet transform can preserve an analytic structure, e.g. values of scalar product in Hilbert spaces. This accomplished if a representation $\rho$ possesses the following property.

**Definition II.2.18.** [123, § 9.3] Let a group $G$ with a left Haar measure $d\mu$ have a unitary representation $\rho : G \to \mathcal{L}(H)$. A vector $w \in H$ is called admissible vector if the function $\hat{w}(g) = \langle \rho(g)w, w \rangle$ is non-void and square integrable on $G$ with respect to $d\mu$:

$$(\text{II.2.5}) \quad 0 < c^2 = \int_G \langle \rho(g)w, w \rangle \langle w, \rho(g)w \rangle \, d\mu(g) < \infty.$$  

If an admissible vector exists then $\rho$ is a square integrable representation.
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Square integrable representations of groups have many interesting properties (see [65, § 14] for unimodular groups and [66], [3, Chap. 8] for not unimodular generalisation) which are crucial in the construction of wavelets. For example, for a square integrable representation all functions $\langle \rho(g)v_1, v_2 \rangle$ with an admissible vector $v_1$ and any $v_2 \in H$ are square integrable on $G$; such representation belong to discrete series; etc.

Exercise II.2.19. Show that

i. Admissible vectors form a linear space.

ii. For an irreducible $\rho$ the set of admissible vectors is dense in $H$ or empty.

Hint. The set of all admissible vectors is an $\rho$-invariant subspace of $H$. □

Exercise II.2.20. i. Find a condition for a vector to be admissible for the representation (II.2.2) (and therefore the representation is square integrable).

ii. Show that $w_0(x) = \frac{1}{2\pi i(|x+i|)}$ is admissible for $ax + b$ group.

iii. Show that the Gaussian $e^{-x^2}$ is not admissible for $ax + b$ group.

For an admissible vector $w$ we take its normalisation $w_0 = \frac{\|w\|}{c}w$ to obtain:

\[(\text{II.2.6}) \int_G |\langle \rho(g)w_0, w_0 \rangle|^2 \, d\mu(g) = \|w_0\|^2.\]

Such a $w_0$ as a vacuum state produces many useful properties.

Proposition II.2.21. If both wavelet transform $W$ and inverse wavelet transform $M$ for an irreducible square integrable representation $\rho$ are defined by the same admissible vector $w_0$ then the following three statements are equivalent:

i. $w_0$ satisfy (II.2.6);

ii. $MW = I$;

iii. for any vectors $v_1, v_2 \in H$:

\[(\text{II.2.7}) \langle v_1, v_2 \rangle = \int_G \hat{v}_1(g)\overline{\hat{v}_2(g)} \, d\mu(g).\]

Proof. We already knew that $MW = cI$ for a constant $c \in \mathbb{C}$. Then (II.2.6) exactly says that $c = 1$. Because $W$ and $M$ are adjoint operators it follows from $MW = I$ on $H$ that:

\[\langle v_1, v_2 \rangle = \langle MWv_1, v_2 \rangle = \langle Wv_1, M^*v_2 \rangle = \langle Wv_1, Wv_2 \rangle,\]

which is exactly the isometry of $W$ (II.2.7). Finally condition (II.2.6) is a particular case of general isometry of $W$ for vector $w_0$. □

Exercise II.2.22. Write the isometry conditions (II.2.7) for wavelet transforms for $\mathbb{Z}$ and $ax + b$ groups (Exercises II.2.4 and II.2.5).

Wavelets from square integrable representation closely related to the following notion:
II.2.23. A reproducing kernel on a set $X$ with a measure is a function $K(x, y)$ such that:

\begin{align}
K(x, x) &> 0, \quad \forall x \in X, \\
K(x, y) &= \overline{K(y, x)}, \\
K(x, z) &= \int_X K(x, y)K(y, z) \, dy. 
\end{align}

Proposition II.2.24. The image $W(G)$ of the wavelet transform $W$ has a reproducing kernel $K(g, g') = \langle w_g, w_{g'} \rangle$. The reproducing formula is in fact a convolution:

\begin{align}
\hat{v}(g') &= \int_G K(g', g)\hat{v}(g) \, d\mu(g) \\
&= \int_G \hat{w}_0(g^{-1}g')\hat{v}(g) \, d\mu(g) 
\end{align}

with a wavelet transform of the vacuum vector $\hat{w}_0(g) = \langle w_0, \rho(g)w_0 \rangle$.

Proof. Again we have a simple application of the previous formulas:

\begin{align}
\hat{v}(g') &= \langle \rho(g^{-1})v, w_0 \rangle \\
&= \int_G \langle \rho(h^{-1})\rho(g^{-1})v, w_0 \rangle \frac{\langle \rho(h^{-1})w_0, w_0 \rangle}{\langle \rho(h^{-1})w_0, w_0 \rangle} \, d\mu(h) \\
&= \int_G \langle \rho((g'h)^{-1})v, w_0 \rangle \langle \rho(h)w_0, w_0 \rangle \, d\mu(h) \\
&= \int_G \hat{v}(g'h)\hat{w}_0(h^{-1}) \, d\mu(h) \\
&= \int_G \hat{v}(g)\hat{w}_0(g^{-1}g') \, d\mu(g),
\end{align}

where transformation (II.2.12) is due to (II.2.7). \hfill \Box

Exercise II.2.25. Write reproducing kernels for wavelet transforms for $\mathbb{Z}$ and $\alpha x + b$ groups (Exercises II.2.4 and II.2.5).

Exercise* II.2.26. Operator (II.2.11) of convolution with $\hat{w}_0$ is an orthogonal projection of $L^2(G)$ onto $W(G)$.

Hint. Use that an left invariant subspace of $L^2(G)$ is in fact an right ideal in convolution algebra, see Lemma I.2.36. \hfill \Box

Remark II.2.27. To possess a reproducing kernel—is a well-known property of spaces of analytic functions. The space $W(G)$ shares also another important property of analytic functions: it belongs to a kernel of a certain first order differential operator with Clifford coefficients (the Dirac operator) and a second order operator with scalar coefficients (the Laplace operator) \cite{10, 134, 136, 175}, which we will consider that later too.


We consider only fundamentals of the wavelet construction here. There are much results which can be stated in an abstract level. To avoid repetition we will formulate it later on together with an interesting examples of applications.

The construction of wavelets from square integrable representations is general and straightforward. However we can not use it everywhere we may wish:

i. Some important representations are not square integrable.

ii. Some groups, e.g. $\mathbb{H}^n$, do not have square representations at all.

iii. Even if representation is square integrable, some important vacuum vectors are not admissible, e.g. the Gaussian $e^{-x^2}$ in II.2.20.iii.

iv. Sometimes we are interested in Banach spaces, while unitary square integrable representations are acting only on Hilbert spaces.

To be vivid the trunk of the wavelets theory should split into several branches adopted to particular cases and we describe some of them in the next lectures.

### II.2.3. Fundamentals of Wavelets on Homogeneous Spaces

Let $G$ be a group and $H$ be its closed normal subgroup. Let $X = G/H$ be the corresponding homogeneous space with a left invariant measure $du$. Let $s : X \to G$ be a Borel section in the principal bundle of the natural projection $p : G \to G/H$. Let $\rho$ be a continuous representation of a group $G$ by invertible unitary operators $\rho(g), g \in G$ in a Hilbert space $H$.

For any $g \in G$ there is a unique decomposition of the form $g = s(x)h$, $h \in H$, $x = p(g) \in X$. We will define $r : G \to H : r(g) = h = (s(p(g)))^{-1}g$ from the previous equality. Then there is a geometric action of $G$ on $X \to X$ defined as follows

$$g : x \mapsto g^{-1} \cdot x = p(g^{-1}s(x)).$$

**Example II.2.28.** As a subgroup $H$ we select now the center of $\mathbb{H}^n$ consisting of elements $(t, 0)$. Of course $X = G/H$ isomorphic to $\mathbb{C}^n$ and mapping $s : \mathbb{C}^n \to G$ simply is defined as $s(z) = (0, z)$. The Haar measure on $\mathbb{H}^n$ coincides with the standard Lebesgue measure on $\mathbb{R}^{2n+1}$ [257, § 1.1] thus the invariant measure on $X$ also coincides with the Lebesgue measure on $\mathbb{C}^n$. Note also that composition law $p(g \cdot s(z))$ reduces to Euclidean shifts on $\mathbb{C}^n$. We also find $p((s(z_1))^{-1} \cdot s(z_2)) = z_2 - z_1$ and $r((s(z_1))^{-1} \cdot s(z_2)) = \frac{1}{2} J z_1 z_2$.

Let $\rho : G \to \mathcal{L}(V)$ be a unitary representation of the group $G$ by operators in a Hilbert space $V$.

**Definition II.2.29.** Let $G, H, X = G/H, s : X \to G, \rho : G \to \mathcal{L}(V)$ be as above. We say that $w_0 \in H$ is a vacuum vector if it satisfies to the following two conditions:

\[ \rho(h)w_0 = \chi(h)w_0, \quad \chi(h) \in \mathbb{C}, \text{ for all } h \in H; \]

\[ \int_X |\langle w_0, \rho(s(x))w_0 \rangle|^2 \, dx = ||w_0||^2. \]

We will say that set of vectors $w_x = \rho(x)w_0, x \in X$ form a family of coherent states.

Note that mapping $h \to \chi(h)$ from (II.2.13) defines a character of the subgroup $H$. The condition (II.2.14) can be easily achieved by a renormalisation $w_0$ as soon as we sure that the integral in the left hand side is finite and non-zero.
CONVENTION II.2.30. In that follow we will usually write \( x \in X \) and \( x^{-1} \in X \) instead of \( s(x) \in G \) and \( s(x)^{-1} \in G \) correspondingly. The right meaning of "\( x \)" can be easily found from the context (whether an element of \( X \) or \( G \) is expected there).

EXAMPLE II.2.31. As a "vacuum vector" we will select the original vacuum vector of quantum mechanics—the Gauss function \( w_0(q) = e^{-q^2/2} \) (see Figure II.2.1), which belongs to all \( L^2(\mathbb{R}^n) \). Its transformations are defined as follow:

\[
w_g(q) = [\rho_{(s,z)}w_0](q) = e^{i(2s-\sqrt{2}xq+xy)}e^{-(q-\sqrt{2}y)^2/2} \\
e^{2is-(x^2+y^2)/2}e^{((x+iy)^2-q^2)/2-\sqrt{2}i(x+iy)q} \\
e^{2is-2z^2/2}e^{(z^2-q^2)/2-\sqrt{2}izq}.
\]

Particularly \([\rho_{(t,0)}w_0](q) = e^{-2it}w_0(q)\), i.e., it really is a vacuum vector in the sense of our definition with respect to \( H \).

EXERCISE II.2.32. Check the square integrability condition (II.2.14) for \( w_0(q) = e^{-q^2/2} \).

The wavelet transform (similarly to the group case) can be defined as a mapping from \( V \) to a space of bounded continuous functions over \( G \) via representational coefficients

\[ v \mapsto \hat{v}(g) = \langle \rho(g^{-1})v, w_0 \rangle = \langle v, \rho(g)w_0 \rangle. \]

Due to (II.2.13) such functions have simple transformation properties along \( H \)-orbits:

\[
\hat{v}(gh) = \langle v, \rho(gh)w_0 \rangle \\
= \langle v, \rho(g)\rho(h)w_0 \rangle \\
= \langle v, \rho(g)\chi(h)w_0 \rangle \\
= \bar{\chi}(h) \langle v, \rho(g)w_0 \rangle \\
= \bar{\chi}(h)\hat{v}(g), \quad \text{where } g \in G, h \in H.
\]

Thus the wavelet transform is completely defined by its values indexed by points of \( X = G/H \). Therefore we prefer to consider so called induced wavelet transform.

REMARK II.2.33. In the earlier papers [134], [137] we use name reduced wavelet transform since it produces functions on a homogeneous space rather than the entire group. From now on we prefer the name induced wavelet transform due to its explicit connection with induced representations.

DEFINITION II.2.34. The induced wavelet transform \( \mathcal{W} \) from a Hilbert space \( H \) to a space of function \( W(X) \) on a homogeneous space \( X = G/H \) defined by a representation \( \rho \) of \( G \) on \( H \), a vacuum vector \( w_0 \) is given by the formula

\[
\mathcal{W} : H \rightarrow W(X) : v \mapsto \hat{v}(x) = [\mathcal{W}v](x) = \langle \rho(x^{-1})v, w_0 \rangle = \langle v, \rho(x)w_0 \rangle.
\]
Example II.2.35. The transformation (II.2.15) with the kernel \([\rho_{(0,z)}W_0](q)\) is an embedding \(L_2(\mathbb{R}^n) \to L_2(\mathbb{C}^n)\) and is given by the formula
\[
\hat{f}(z) = \left< f, \rho_s(z)f_0 \right> = \pi^{-n/4} \int_{\mathbb{R}^n} f(q) e^{-zz/2} e^{-(z^2 + q^2)/2 + \sqrt{2}zdq} dq
\]
(II.2.16)

Then \(\hat{f}(g)\) belongs to \(L_2(\mathbb{C}^n, dq)\) or its preferably to say that function \(\tilde{f}(z) = e^{zz/2}\hat{f}(t_0, z)\) belongs to space \(L_2(\mathbb{C}^n, e^{-|z|^2}dq)\) because \(\tilde{f}(z)\) is analytic in \(z\). Such functions form the Segal-Bargmann space \(F_2(\mathbb{C}^n, e^{-|z|^2}dq)\) of functions [12, 241], which are analytic by \(z\) and square-integrable with respect to the Gaussian measure Gaussian measure \(e^{-|z|^2}dz\). We use notation \(\tilde{W}\) for the mapping \(v \mapsto \tilde{v}(z) = e^{zz/2}Wv\). Analyticity of \(\tilde{f}(z)\) is equivalent to the condition \((\frac{\partial}{\partial z_j} + \frac{1}{2}z_jI)\tilde{f}(z) = 0\). The integral in (II.2.16) is the well-known Segal-Bargmann transform [12, 241].

Exercise II.2.36. Check that \(\tilde{W}_0(z) = 1\) for the vacuum vector \(w_0(q) = e^{-q^2/2}\).

There is a natural representation of \(G\) in \(W(X)\). It can be obtained if we first lift functions from \(X\) to \(G\), apply the left regular representation \(\Lambda\) and then pull them back to \(X\). The result defines a representation \(\lambda(g) : W(X) \to W(X)\) as follow
\[
[\lambda(g)f](x) = \tilde{\chi}(g^{-1} \cdot x))f(g^{-1} \cdot x).
\]
(II.2.17)

We recall that \(\chi(h)\) is a character of \(H\) defined in (II.2.13) by the vacuum vector \(w_0\). Of course, for the case of trivial \(H = \{e\}\) (II.2.17) becomes the left regular representation \(\Lambda(g)\) of \(G\).

Proposition II.2.37. The induced wavelet transform \(W\) intertwines \(\rho\) and the representation \(\lambda\) (II.2.17) on \(W(X)\):

\[
W\rho(g) = \lambda(g)W.
\]

Proof. We have with obvious adjustments in comparison with Proposition II.6.27:
\[
[W(\rho(g)v)](x) = \left< \rho(g)v, \rho(x)w_0 \right> = \left< v, \rho(g^{-1}s(x))w_0 \right> = \left< v, \rho(s(g^{-1} \cdot x))\rho(g^{-1} \cdot x))w_0 \right> = \left< v, \rho(s(g^{-1} \cdot x))\chi(r(g^{-1} \cdot x))w_0 \right> = \tilde{\chi}(r(g^{-1} \cdot x)) \left< v, \rho(s(g^{-1} \cdot x))w_0 \right> = \tilde{\chi}(r(g^{-1} \cdot x)) [Wv](g^{-1}x) = \lambda(g)[Wv](x).
\]

\[\square\]

Corollary II.2.38. The function space \(W(X)\) is invariant under the representation \(\lambda\) of \(G\).
Example II.2.39. Integral transformation (II.2.16) intertwines the Schrödinger representation (II.1.4) with the following realisation of representation (II.2.17):

\[
\lambda(s, z)\hat{f}(u) = \hat{f}_0(z^{-1} \cdot u)\tilde{x}(s + r(z^{-1} \cdot u)) = \hat{f}_0(u - z)e^{{is + i\Im(zu)}}
\]  
(II.2.18)

Exercise II.2.40.  
i. Using relation \( \hat{\mathcal{W}} = e^{-|z|^2/2}W \) derive from above that \( \hat{\mathcal{W}} \) intertwines the Schrödinger representation with the following:

\[
\tilde{\lambda}(s, z)\tilde{f}(u) = \tilde{f}_0(u - z)e^{2is - zu - |z|^2/2}.
\]

ii. Show that infinitesimal generators of representation \( \tilde{\lambda} \) are:

\[
\partial \tilde{\lambda}(s, 0, 0) = iI, \quad \partial \tilde{\lambda}(0, x, 0) = -\partial_u - uI, \quad \partial \tilde{\lambda}(0, 0, y) = i(-\partial_z + zI)
\]

We again introduce a transform adjoint to \( \mathcal{W} \).

Definition II.2.41. The inverse wavelet transform \( \mathcal{M} \) from \( \mathcal{W}(\mathcal{X}) \) to \( \mathcal{H} \) is given by the formula:

\[
\mathcal{M} : \mathcal{W}(\mathcal{X}) \rightarrow \mathcal{H} : \hat{\nu}(x) \mapsto \mathcal{M}[\hat{\nu}(x)] = \int_{\mathcal{X}} \hat{\nu}(x)w_x \, d\mu(x)
\]
(II.2.19)

Proposition II.2.42. The inverse wavelet transform \( \mathcal{M} \) intertwines the representation \( \lambda \) on \( \mathcal{W}(\mathcal{X}) \) and \( \rho \) on \( \mathcal{H} \):

\[
\mathcal{M}\lambda(g) = \rho(g)\mathcal{M}.
\]

Proof. We have:

\[
\mathcal{M}[\lambda(g)\hat{\nu}(x)] = \mathcal{M}[\chi(r(g^{-1} \cdot x))\hat{\nu}(g^{-1} \cdot x)] = \int_{\mathcal{X}} \chi(r(g^{-1} \cdot x))\hat{\nu}(g^{-1} \cdot x)w_x \, d\mu(x)
\]

\[
= \chi(r(g^{-1} \cdot x))\int_{\mathcal{X}} \hat{\nu}(x')w_{g \cdot x'} \, d\mu(x') = \rho_g \int_{\mathcal{X}} \hat{\nu}(x')w_{x'} \, d\mu(x') = \rho_g \mathcal{M}[^{\hat{\nu}(x')},
\]

where \( x' = g^{-1} \cdot x \).

\[\square\]

Corollary II.2.43. The image \( \mathcal{M}(\mathcal{W}(\mathcal{X})) \subset \mathcal{H} \) of subspace \( \mathcal{W}(\mathcal{X}) \) under the inverse wavelet transform \( \mathcal{M} \) is invariant under the representation \( \rho \).
Example II.2.44. Inverse transformation to (II.2.16) is given by a realisation of (II.2.19):

\[
 f(q) = \int_{\mathbb{C}^n} \hat{f}(z) f_s(z)(q) \, dz
\]

\[= \int_{\mathbb{C}^n} \hat{f}(x, y) e^{iy(x-\sqrt{2}y)} e^{-(q-\sqrt{2}y)^2/2} \, dx \, dy \]

\[= \int_{\mathbb{C}^n} \hat{f}(z) e^{-(z^2+q^2)/2+\sqrt{2}zq} e^{-|z|^2} \, dz. \tag{II.2.20} \]

The transformation (II.2.20) intertwines the representations (II.2.18) and the Schrödinger representation (II.1.4) of the Heisenberg group.

The following proposition explain the usage of the name for \( M \).

Theorem II.2.45. The operator

\[
 P = MW : H \to H
\]

is a projection of \( H \) to its linear subspace for which \( w_0 \) is cyclic. Particularly if \( \rho \) is an irreducible representation then the inverse wavelet transform \( M \) is a left inverse operator on \( H \) for the wavelet transform \( \mathcal{W} \): \( MW = I \).

Proof. It follows from Propositions II.2.37 and II.2.42 that operator \( MW : H \to H \) intertwines \( \rho \) with itself. Then Corollaries II.2.38 and II.2.43 imply that the image \( MW \) is a \( \rho \)-invariant subspace of \( H \) containing \( w_0 \). Because of \( MWw_0 = w_0 \) we conclude that \( MW \) is a projection.

From irreducibility of \( \rho \) by Schur’s Lemma [123, § 8.2] one concludes that \( MW = cI \) on \( H \) for a constant \( c \in \mathbb{C} \). Particularly

\[
 MWw_0 = \int_X \langle \rho(x^{-1})w_0, w_0 \rangle \rho(x)w_0 \, d\mu(x) = cw_0.
\]

From the condition (II.2.14) it follows that \( \langle cw_0, w_0 \rangle = \langle MWw_0, w_0 \rangle = \langle w_0, w_0 \rangle \) and therefore \( c = 1 \). \( \square \)

We have similar

Theorem II.2.46. Operator \( WM \) is a projection of \( L_1(X) \) to \( W(X) \).

Corollary II.2.47. In the space \( W(X) \) the strong convergence implies point-wise convergence.

Proof. From the definition of the wavelet transform:

\[
 |f(x)| = |\langle f, \rho(x)w_0 \rangle| \leq ||f|| ||w_0||.
\]

Since the wavelet transform is an isometry we conclude that \( |\hat{f}(x)| \leq c ||f|| \) for \( c = ||w_0|| \), which implies the assertion about two types of convergence. \( \square \)
Example II.2.48. The corresponding operator for the Segal-Bargmann space \( P \) (II.2.21) is an identity operator \( L_2(\mathbb{R}^n) \to L_2(\mathbb{R}^n) \) and (II.2.21) gives an integral presentation of the Dirac delta.

While the orthopjection \( L_2(\mathbb{C}^n, e^{-|z|^2} \, dg) \to F_2(\mathbb{C}^n, e^{-|z|^2} \, dg) \) is of a separate interest and is a principal ingredient in Berezin quantization \([24, 50]\). We can easy find its kernel from (II.2.24). Indeed, \( \hat{f}_0(z) = e^{-|z|^2} \), then the kernel is

\[
K(z, w) = \hat{f}_0(z^{-1} \cdot w)\overline{\chi(r(z^{-1} \cdot w))} = \hat{f}_0(w - z)e^{i\overline{z}w} = \exp\left(\frac{1}{2}(-|w - z|^2 + \overline{w}z - zw\right)) = \exp\left(\frac{1}{2}(-|z|^2 - |w|^2) + wz\right).
\]

To receive the reproducing kernel for functions \( \hat{f}(z) = e^{|z|^2} \hat{f}(z) \) in the Segal-Bargmann space we should multiply \( K(z, w) \) by \( e^{-|z|^2}e^{-|w|^2}/2 \) which gives the standard reproducing kernel \( \exp(-|z|^2 + \overline{w}z) \) \([12, (1.10)]\).

We denote by \( W^* : W^*(X) \to H \) and \( M^* : H \to W^*(X) \) the adjoint (in the standard sense) operators to \( W \) and \( M \) respectively.

**Corollary II.2.49.** We have the following identity:

(I.2.22) \[ \langle Wv, M^*l \rangle_{W(X)} = \langle v, l \rangle_H, \quad \forall v, l \in H, \]

or equivalently

(I.2.23) \[ \int_X \langle \rho(x^{-1})v, w_0 \rangle \langle \rho(x)w_0, l \rangle \, d\mu(x) = \langle v, l \rangle. \]

**Proof.** We show the equality in the first form (II.2.23) (but we will apply it often in the second one):

\[ \langle Wv, M^*l \rangle_{W(X)} = \langle MWv, l \rangle_H = \langle v, l \rangle_H. \]

□

**Corollary II.2.50.** The space \( W(X) \) has the reproducing formula

(I.2.24) \[ \hat{v}(y) = \int_X \hat{v}(x) \hat{b}_0(x^{-1} \cdot y) \, d\mu(x), \]

where \( \hat{b}_0(y) = [Ww_0](y) \) is the wavelet transform of the vacuum vector \( w_0 \).
PROOF. Again we have a simple application of the previous formulas:

\[ \hat{v}(y) = \langle \rho(y^{-1})v, w_0 \rangle \]

(II.2.25)

\[ = \int_X \langle \rho(x^{-1})\rho(y^{-1})v, w_0 \rangle \langle \rho(x)w_0, w_0 \rangle \, d\mu(x) \]

\[ = \int_X \langle \rho(s(y \cdot x)^{-1})v, w_0 \rangle \langle \rho(x)w_0, w_0 \rangle \, d\mu(x) \]

\[ = \int_X \hat{v}(y \cdot x) \hat{b}_0(x^{-1}) \, d\mu(x) \]

\[ = \int_X \hat{v}(x) \hat{b}_0(x^{-1}y) \, d\mu(x), \]

where transformation (II.2.25) is due to (II.2.23). \qed
Hypercomplex Linear Representations

A consideration of the symmetries in analysis is natural to start from linear representations. The previous geometrical actions (I.1.1) can be naturally extended to such representations by induction \[123, \S 13.2; 134, \S 3.1\] from a representation of a subgroup \(H\). If \(H\) is one-dimensional then its irreducible representation is a character, which is always supposed to be a complex valued. However, hypercomplex numbers naturally appeared in the \(\text{SL}_2(\mathbb{R})\) action (I.1.1), see Subsection I.3.3.4 and [157], why shall we admit only \(i^2 = -1\) to deliver a character then?

II.3.1. Hypercomplex Characters

As we already mentioned the typical discussion of induced representations of \(\text{SL}_2(\mathbb{R})\) is centred around the case \(H = K\) and a complex valued character of \(K\). A linear transformation defined by a matrix (I.3.8) in \(K\) is a rotation of \(\mathbb{R}^2\) by the angle \(t\). After identification \(\mathbb{R}^2 = \mathbb{C}\) this action is given by the multiplication \(e^{it}\), with \(i^2 = -1\). The rotation preserve the (elliptic) metric given by:

\[(II.3.1)\quad x^2 + y^2 = (x + iy)(x - iy).\]

Therefore the orbits of rotations are circles, any line passing the origin (a “spoke”) is rotated by the angle \(t\), see Fig. II.3.1.

Dual and double numbers produces the most straightforward adaptation of this result.

**Proposition II.3.1.** The following table show correspondences between three types of algebraic characters:

<table>
<thead>
<tr>
<th>Elliptic</th>
<th>Parabolic</th>
<th>Hyperbolic</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i^2 = -1)</td>
<td>(\varepsilon^2 = 0)</td>
<td>(j^2 = 1)</td>
</tr>
<tr>
<td>(w = x + iy)</td>
<td>(w = x + \varepsilon y)</td>
<td>(w = x + jy)</td>
</tr>
<tr>
<td>(w = x - iy)</td>
<td>(w = x - \varepsilon y)</td>
<td>(\bar{w} = x - jy)</td>
</tr>
<tr>
<td>(e^{it} = \cos t + i \sin t)</td>
<td>(e^{\varepsilon t} = 1 + \varepsilon t)</td>
<td>(e^{jt} = \cosh t + j \sinh t)</td>
</tr>
<tr>
<td>(</td>
<td>w</td>
<td>_e^2 = w \bar{w} = x^2 + y^2)</td>
</tr>
<tr>
<td>(</td>
<td>w</td>
<td>_e^2 = \tan^{-1} \frac{y}{x})</td>
</tr>
</tbody>
</table>

*Geometrical action of multiplication by \(e^{it}\) is drawn in Fig. II.3.1 for all three cases.*
Explicitly parabolic rotations associated with $e^{\epsilon t}$ acts on dual numbers as follows:

\begin{equation}
 e^{\epsilon x} : a + \epsilon b \mapsto a + \epsilon(\epsilon x + b).
\end{equation}

This links the parabolic case with the Galilean group \[273\] of symmetries of the classic mechanics, with the absolute time disconnected from space.

The obvious algebraic similarity and the connection to classical kinematic is a wide spread justification for the following viewpoint on the parabolic case, cf. \[102,273\]:

- the parabolic trigonometric functions are trivial:

\begin{equation}
 \cosh t = \pm 1, \quad \sinh t = t;
\end{equation}

- the parabolic distance is independent from $y$ if $x \neq 0$:

\begin{equation}
 x^2 = (x + \epsilon y)(x - \epsilon y);
\end{equation}

- the polar decomposition of a dual number is defined by \[273\,\text{App. C(30')}:\]

\begin{equation}
 u + \epsilon v = u(1 + \epsilon \frac{v}{u}), \quad \text{thus} \quad |u + \epsilon v| = u, \quad \arg(u + \epsilon v) = \frac{v}{u};
\end{equation}

- the parabolic wheel looks rectangular, see Fig. II.3.1.

Those algebraic analogies are quite explicit and widely accepted as an ultimate source for parabolic trigonometry \[102,193,273\]. Moreover, those three rotations are all non-isomorphic symplectic linear transformations of the phase space, which makes them useful in the context of classical and quantum mechanics \[159,162\], see Chap. IV.1. There exist also alternative characters \[151\] based on Möbius transformations with geometric motivation and connections to equations of mathematical physics.

**II.3.2. Induced Representations**

Let $G$ be a group, $H$ be its closed subgroup with the corresponding homogeneous space $X = G/H$ with an invariant measure. We are using notations and definitions of
maps \( p : G \to X, s : X \to G \) and \( r : G \to H \) from Subsection II.3.2. Let \( \chi \) be an irreducible representation of \( H \) in a vector space \( V \), then it induces a representation of \( G \) in the sense of Mackey \cite[§ 13.2]{123}. This representation has the realisation \( \rho_\chi \) in the space \( L_2(X) \) of \( V \)-valued functions by the formula \cite[§ 13.2.(7)–(9)]{123}:

\[
(\text{II.3.6}) \quad [\rho_\chi(g)f](x) = \chi(r(g^{-1} \ast s(x)))f(g^{-1} \cdot x),
\]

where \( g \in G, x \in X, h \in H \) and \( r : G \to H, s : X \to G \) are maps defined above; \( \ast \) denotes multiplication on \( G \) and \( \cdot \) denotes the action \((\text{II.1.10})\) of \( G \) on \( X \).

Consider this scheme for representations of \( \text{SL}_2(\mathbb{R}) \) induced from characters of its one-dimensional subgroups. We can notice that only the subgroup \( K \) requires a complex valued character due to the fact of its compactness. For subgroups \( N' \) and \( A' \) we can consider characters of all three types—elliptic, parabolic and hyperbolic. Therefore we have seven essentially different induced representations. We will write explicitly only three of them here.

**Example II.3.2.** Consider the subgroup \( H = K \), due to its compactness we are limited to complex valued characters of \( K \) only. All of them are of the form \( \chi_k \):

\[
(\text{II.3.7}) \quad \chi_k \left( \begin{array}{cc} \cos t & \sin t \\ -\sin t & \cos t \end{array} \right) = e^{-ikt}, \quad \text{where } k \in \mathbb{Z}.
\]

Using the explicit form \((\text{II.3.7})\) of the map \( s \) we find the map \( r \) given in \((\text{II.3.7})\) as follows:

\[
 r \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) = \frac{1}{\sqrt{c^2 + d^2}} \left( \begin{array}{cc} d & -c \\ c & d \end{array} \right) \in K.
\]

Therefore:

\[
 r(g^{-1} \ast s(u, v)) = \frac{1}{\sqrt{(cu + d)^2 + (cv)^2}} \left( \begin{array}{cc} cu + d & -cv \\ cv & cu + d \end{array} \right), \quad \text{where } g^{-1} = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right).
\]

Substituting this into \((\text{II.3.7})\) and combining with the Möbius transformation of the domain \((\text{I.1.1})\) we get the explicit realisation \( \rho_k \) of the induced representation \((\text{II.3.6})\):

\[
(\text{II.3.8}) \quad \rho_k(g)f(w) = \frac{|cw + d|^k}{(cw + d)^k} f \left( \frac{aw + b}{cw + d} \right), \quad \text{where } g^{-1} = \left( \begin{array}{cc} a & b \\ c & d \right), \ w = u + iv.
\]

This representation acts on complex valued functions in the upper half-plane \( \mathbb{R}^+_2 = \text{SL}_2(\mathbb{R})/K \) and belongs to the discrete series \cite[§ IX.2]{192}. It is common to get rid of the factor \( |cw + d|^k \) from that expression in order to keep analyticity:

\[
(\text{II.3.9}) \quad \rho_k(g)f(w) = \frac{1}{(cw + d)^k} f \left( \frac{aw + b}{cw + d} \right), \quad \text{where } g^{-1} = \left( \begin{array}{cc} a & b \\ c & d \right), \ w = u + iv.
\]

We will often follow this practise for a convenience as well.

**Example II.3.3.** In the case of the subgroup \( N \) there is a wider choice of possible characters.

i. Traditionally only complex valued characters of the subgroup \( N \) are considered, they are:

\[
(\text{II.3.10}) \quad \chi^\mathbb{C}_\tau \left( \begin{array}{cc} 1 & 0 \\ t & 1 \end{array} \right) = e^{i\tau t}, \quad \text{where } \tau \in \mathbb{R}.
\]
A direct calculation shows that:

\[ r \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ \frac{c}{d} & 1 \end{pmatrix} \in N'. \]

Thus:

\[ (II.3.11) \quad r(g^{-1} \ast s(u, v)) = \begin{pmatrix} \frac{cv}{d+cu} & 0 \\ 1 & 1 \end{pmatrix}, \quad \text{where } g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}. \]

A substitution of this value into the character (II.3.10) together with the Möbius transformation (I.1.1) we obtain the next realisation of (II.3.6):

\[ \rho^C_\tau(g) f(w) = \exp \left( i \frac{\tau cv}{cu + d} \right) f \left( \frac{aw + b}{cw + d} \right), \quad \text{where } w = u + \varepsilon v, \quad g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}. \]

The representation acts on the space of complex valued functions on the upper half-plane \( \mathbb{R}^2_+ \), which is a subset of dual numbers as a homogeneous space \( \text{SL}_2(\mathbb{R})/N' \). The mixture of complex and dual numbers in the same expression is confusing.

ii. The parabolic character \( \chi_\tau \) with the algebraic flavour is provided by multiplication (II.3.2) with the dual number:

\[ \chi_\tau \begin{pmatrix} 1 & 0 \\ t & 1 \end{pmatrix} = e^{\varepsilon \tau t} = 1 + \varepsilon \tau t, \quad \text{where } \tau \in \mathbb{R}. \]

If we substitute the value (II.3.11) into this character, then we receive the representation:

\[ \rho_\tau(g) f(w) = \left( 1 + \varepsilon \frac{\tau cv}{cu + d} \right) f \left( \frac{aw + b}{cw + d} \right), \]

where \( w, \tau \) and \( g \) are as above. The representation is defined on the space of dual numbers valued functions on the upper half-plane of dual numbers. Thus expression contains only dual numbers with their usual algebraic operations. Thus it is linear with respect to them.

All characters in the previous Example are unitary. Then the general scheme of induced representations [123, § 13.2] implies their unitarity in proper senses.

**Theorem II.3.4 ([157]).** Both representations of \( \text{SL}_2(\mathbb{R}) \) from Example II.3.3 are unitary on the space of function on the upper half-plane \( \mathbb{R}^2_+ \) of dual numbers with the inner product:

\[ (II.3.12) \quad \langle f_1, f_2 \rangle = \int_{\mathbb{R}^2_+} f_1(w) \overline{f_2(w)} \frac{du \, dv}{v^2}, \quad \text{where } w = u + \varepsilon v, \]

and we use the conjugation and multiplication of functions’ values in algebras of complex and dual numbers for representations \( \rho^C_\tau \) and \( \rho_\tau \) respectively.

The inner product (II.3.12) is positive defined for the representation \( \rho^C_\tau \) but is not for the other. The respective spaces are parabolic cousins of the Krein spaces [8], which are hyperbolic in our sense.
II.3.3. Similarity and Correspondence: Ladder Operators

From the above observation we can deduce the following empirical principle, which has a heuristic value.

**PRINCIPLE II.3.5 (Similarity and correspondence).**

i. Subgroups $K$, $N'$ and $A'$ play a similar rôle in the structure of the group $SL_2(\mathbb{R})$ and its representations.

ii. The subgroups shall be swapped simultaneously with the respective replacement of hypercomplex unit $ι$.

The first part of the Principle (similarity) does not look sound alone. It is enough to mention that the subgroup $K$ is compact (and thus its spectrum is discrete) while two other subgroups are not. However in a conjunction with the second part (correspondence) the Principle have received the following confirmations so far, see [157] for details:

- The action of $SL_2(\mathbb{R})$ on the homogeneous space $SL_2(\mathbb{R})/H$ for $H = K$, $N'$ or $A'$ is given by linear-fractional transformations of complex, dual or double numbers respectively.
- Subgroups $K$, $N'$ or $A'$ are isomorphic to the groups of unitary rotations of respective unit cycles in complex, dual or double numbers.
- Representations induced from subgroups $K$, $N'$ or $A'$ are unitary if the inner product spaces of functions with values in complex, dual or double numbers.

**REMARK II.3.6.** The principle of similarity and correspondence resembles supersymmetry between bosons and fermions in particle physics, but we have similarity between three different types of entities in our case.

Let us give another illustration to the Principle. Consider the Lie algebra $sl_2$ of the group $SL_2(\mathbb{R})$. Pick up the following basis in $sl_2$ [257, §8.1]:

\[
A = \frac{1}{2} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \quad B = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

The commutation relations between the elements are:

\[
\]

Let $ρ$ be a representation of the group $SL_2(\mathbb{R})$ in a space $V$. Consider the derived representation $dρ$ of the Lie algebra $sl_2$ [192, §VI.1] and denote $\tilde{X} = dρ(X)$ for $X \in sl_2$. To see the structure of the representation $ρ$ we can decompose the space $V$ into eigenspaces of the operator $\tilde{X}$ for some $X \in sl_2$, cf. the Taylor series in Section II.5.4.

**EXAMPLE II.3.7.** It would not be surprising that we are going to consider three cases:

i. Let $X = Z$ be a generator of the subgroup $K$ (I.3.8). Since this is a compact subgroup the corresponding eigenspaces $\tilde{Z}v_k = iv_k$ are parametrised by an integer $k \in \mathbb{Z}$. The *raising/lowering or ladder operators* $L^{\pm}$ [192, §VI.2; 257, §8.2] are defined by the following commutation relations:

\[
[\tilde{Z}, L^{\pm}] = \lambda^{\pm} L^{\pm}.
\]
In other words $L^\pm$ are eigenvectors for operators $\text{ad} \, Z$ of adjoint representation of $\mathfrak{sl}_2$ [192, § VI.2].

**Remark II.3.8.** The existence of such ladder operators follows from the general properties of Lie algebras if the element $X \in \mathfrak{sl}_2$ belongs to a *Cartan subalgebra*. This is the case for vectors $Z$ and $B$, which are the only two non-isomorphic types of Cartan subalgebras in $\mathfrak{sl}_2$. However the third case considered in this paper, the parabolic vector $B + Z/2$, does not belong to a Cartan subalgebra, yet a sort of ladder operators is still possible with dual number coefficients. Moreover, for the hyperbolic vector $B$, besides the standard ladder operators an additional pair with double number coefficients will also be described.

From the commutators (II.3.15) we deduce that $L^\pm v_k$ are eigenvectors of $\tilde{Z}$ as well:

$$
\tilde{Z}(L^\pm v_k) = (L^{\pm}\tilde{Z} + \lambda L^\pm) v_k = L^\pm (\tilde{Z} v_k) + \lambda L^\pm v_k = ik L^\pm v_k + \lambda L^\pm v_k
$$

Thus action of ladder operators on respective eigenspaces can be visualised by the diagram:

$$
\cdots \xleftarrow{\scriptstyle L^-} V_{i(k-\lambda)} \xrightarrow{\scriptstyle L^+} V_{ik} \xleftarrow{\scriptstyle L^-} V_{i(k+\lambda)} \xrightarrow{\scriptstyle L^+} \cdots
$$

Assuming $L^+ = a\tilde{A} + b\tilde{B} + c\tilde{Z}$ from the relations (II.3.14) and defining condition (II.3.15) we obtain linear equations with unknown $a$, $b$ and $c$:

$$
c = 0, \quad 2a = \lambda b, \quad -2b = b a.
$$

The equations have a solution if and only if $\lambda^2 + 4 = 0$, and the raising/lowering operators are

$$
L^\pm = \pm i\tilde{A} + \tilde{B}.
$$

**ii.** Consider the case $X = 2B$ of a generator of the subgroup $A'$ (I.3.10). The subgroup is not compact and eigenvalues of the operator $B$ can be arbitrary, however raising/lowering operators are still important [110, § II.1; 202, § 1.1]. We again seek a solution in the form $L^+_h = a\tilde{A} + b\tilde{B} + c\tilde{Z}$ for the commutator $[2\tilde{B}, L^+_h] = \lambda L^+_h$. We will get the system:

$$
4c = \lambda a, \quad b = 0, \quad a = \lambda c.
$$

A solution exists if and only if $\lambda^2 = 4$. There are obvious values $\lambda = \pm 2$ with the ladder operators $L^\pm_h = \pm 2\tilde{A} + \tilde{Z}$, see [110, § II.1; 202, § 1.1]. Each indecomposable $\mathfrak{sl}_2$-module is formed by a one-dimensional chain of eigenvalues with a transitive action of ladder operators.

Admitting double numbers we have an extra possibility to satisfy $\lambda^2 = 4$ with values $\lambda = \pm 2j$. Then there is an additional pair of hyperbolic ladder operators $L^\pm_j = \pm 2j\tilde{A} + \tilde{Z}$, which shift eigenvectors in the “orthogonal” direction to the standard operators $L^\pm_h$. Therefore an indecomposable $\mathfrak{sl}_2$-module can
be parametrised by a two-dimensional lattice of eigenvalues on the double number plane, see Fig. II.3.2

\[ \begin{array}{cccc}
  L_j^- & L_j^+ & L_j^- & L_j^+ \\
  V_{(n-2)+j(k-2)} & V_{n+j(k-2)} & V_{(n+2)+j(k-2)} & V_{(n-2)+j(k+2)} \\
  L_j^- & L_j^+ & L_j^- & L_j^+ \\
  L_j^- & L_j^+ & L_j^- & L_j^+ \\
  L_j^- & L_j^+ & L_j^- & L_j^+ \\
  \vdots & \vdots & \vdots & \vdots 
\end{array} \]

**Figure** II.3.2. The action of hyperbolic ladder operators on a 2D lattice of eigenspaces. Operators \( L_j^\pm \) move the eigenvalues by 2, making shifts in the horizontal direction. Operators \( L_j^\pm \) change the eigenvalues by \( 2j \), shown as vertical shifts.

iii. Finally consider the case of a generator \( X = -B + Z/2 \) of the subgroup \( N' (I.3.11) \). According to the above procedure we get the equations:

\[ b + 2c = \lambda a, \quad -a = \lambda b, \quad \frac{a}{2} = \lambda c, \]

which can be resolved if and only if \( \lambda^2 = 0 \). If we restrict ourselves with the only real (complex) root \( \lambda = 0 \), then the corresponding operators \( L_p^\pm = -\tilde{B} + \tilde{Z}/2 \) will not affect eigenvalues and thus are useless in the above context. However the dual number roots \( \lambda = \pm \epsilon t, \ t \in \mathbb{R} \) lead to the operators \( L_e^\pm = \pm \epsilon t \tilde{A} - \tilde{B} + \tilde{Z}/2 \). These operators are suitable to build an \( sl_2 \)-modules with a one-dimensional chain of eigenvalues.

**Remark** II.3.9. It is noteworthy that:
- the introduction of complex numbers is a necessity for the existence of ladder operators in the elliptic case;
- in the parabolic case we need dual numbers to make ladder operators useful;
- in the hyperbolic case double numbers are not required neither for the existence or for the usability of ladder operators, but they do provide an enhancement.

We summarise the above consideration with a focus on the Principle of similarity and correspondence:
**Proposition II.3.10.** Let a vector $X \in \mathfrak{sl}_2$ generates the subgroup $K$, $N'$ or $A'$, that is $X = Z$, $B - Z/2$, or $B$ respectively. Let $\iota$ be the respective hypercomplex unit.

Then raising/lowering operators $L^\pm$ satisfying to the commutation relation:

$$[X, L^\pm] = \pm \iota L^\pm, \quad [L^-, L^+] = 2\iota X.$$

are:

$$L^\pm = \pm \iota \bar{A} + \bar{Y}.$$

Here $Y \in \mathfrak{sl}_2$ is a linear combination of $B$ and $Z$ with the properties:

- Killings form $K(X, Y)$ [123, § 6.2] vanishes.

Any of the above properties defines the vector $Y \in \text{span}\{B, Z\}$ up to a real constant factor.

The usability of the Principle of similarity and correspondence will be illustrated by more examples below.
LECTURE II.4

Covariant Transform

A general group-theoretical construction \([3, 46, 74, 84, 137, 172, 226]\) of wavelets (or coherent state) starts from an irreducible square integrable representation—in the proper sense or modulo a subgroup. Then a mother wavelet is chosen to be admissible. This leads to a wavelet transform which is an isometry to \(L_2\) space with respect to the Haar measure on the group or (quasi)invariant measure on a homogeneous space.

The importance of the above situation shall not be diminished, however an exclusive restriction to such a setup is not necessary, in fact. Here is a classical example from complex analysis: the Hardy space \(H_2(T)\) on the unit circle and Bergman spaces \(B_n^2(D)\), \(n \geq 2\) in the unit disk produce wavelets associated with representations \(\rho_1\) and \(\rho_n\) of the group \(SL_2(\mathbb{R})\) respectively \([134]\). While representations \(\rho_n\), \(n \geq 2\) are from square integrable discrete series, the mock discrete series representation \(\rho_1\) is not square integrable \([192, \S\ VI.5; 257, \S\ 8.4]\). However it would be natural to treat the Hardy space in the same framework as Bergman ones. Some more examples will be presented below.

II.4.1. Extending Wavelet Transform

To make a sharp but still natural generalisation of wavelets we give the following definition.

**Definition II.4.1.** \([155]\) Let \(\rho\) be a representation of a group \(G\) in a space \(V\) and \(F\) be an operator from \(V\) to a space \(U\). We define a covariant transform \(W\) from \(V\) to the space \(L(G, U)\) of \(U\)-valued functions on \(G\) by the formula:

\[
W: v \mapsto \hat{v}(g) = F(\rho(g^{-1})v), \quad v \in V, \ g \in G.
\]

Operator \(F\) will be called fiducial operator in this context.

We borrow the name for operator \(F\) from fiducial vectors of Klauder and Skagerstam \([172]\).

**Remark II.4.2.** We do not require that fiducial operator \(F\) shall be linear. Sometimes the positive homogeneity, i.e. \(F(tv) = tF(v)\) for \(t > 0\), alone can be already sufficient, see Example II.6.14.

**Remark II.4.3.** Usefulness of the covariant transform is in the reverse proportion to the dimensionality of the space \(U\). The covariant transform encodes properties of \(v\) in a function \(Wv\) on \(G\). For a low dimensional \(U\) this function can be ultimately investigated by means of harmonic analysis. Thus \(\dim U = 1\) (scalar-valued functions)
is the ideal case, however, it is unattainable sometimes, see Example II.4.12 below. We may have to use a higher dimensions of $U$ if the given group $G$ is not rich enough.

Moreover, the relation between the dimensionality of $U$ and usefulness of the covariant transform shall not be taking dogmatically. Paper [164] gives an important example of covariant transform which provides a simplification even in the case of $\dim U = \dim V$.

As we will see below covariant transform is a close relative of wavelet transform. The name is chosen due to the following common property of both transformations.

**Theorem II.4.4.** The covariant transform (II.6.17) intertwines $\rho$ and the left regular representation $\Lambda$ on $L(G, U)$:

$$W\rho(g) = \Lambda(g)W.$$  

Here $\Lambda$ is defined as usual by:

$$\Lambda(g) : f(h) \mapsto f(g^{-1}h).$$  

**Proof.** We have a calculation similar to wavelet transform [137, Prop. 2.6]. Take $u = \rho(g)v$ and calculate its covariant transform:

$$[W(\rho(g)v)](h) = [W(\rho(g)v)](h) = F(\rho(h^{-1})\rho(g)v)$$

$$= F(\rho((g^{-1}h)^{-1})v)$$

$$= [Wv](g^{-1}h)$$

$$= \Lambda(g)[Wv](h).$$

$\Box$

The next result follows immediately:

**Corollary II.4.5.** The image space $W(V)$ is invariant under the left shifts on $G$.

**Remark II.4.6.** A further generalisation of the covariant transform can be obtained if we relax the group structure. Consider, for example, a cancellative semigroup $\mathbb{Z}_+$ of non-negative integers. It has a linear presentation on the space of polynomials in a variable $t$ defined by the action $m : t^n \mapsto t^{m+n}$ on the monomials. Application of a linear functional $l$, e.g. defined by an integration over a measure on the real line, produces umbral calculus $l(t^n) = c_n$, which has a magic efficiency in many areas, notably in combinatorics [138, 190]. In this direction we also find fruitful to expand the notion of an intertwining operator to a token [142].

**II.4.2. Examples of Covariant Transform**

In this Subsection we will provide several examples of covariant transforms. Some of them will be expanded in subsequent sections, however a detailed study of all aspects will not fit into the present work. We start from the classical example of the group-theoretical wavelet transform:

**Example II.4.7.** [3, 74, 74, 137, 172, 226] Let $V$ be a Hilbert space with an inner product $\langle \cdot, \cdot \rangle$ and $\rho$ be a unitary representation of a group $G$ in the space $V$. Let $F : V \to \mathbb{C}$ be the functional $v \mapsto \langle v, v_0 \rangle$ defined by a vector $v_0 \in V$. The vector $v_0$ is often called
the *mother wavelet* in areas related to signal processing, the *vacuum state* in the quantum framework, etc.

In this set-up, the transformation (II.6.17) is the well-known expression for a *wavelet transform* [3, (7.48)] (or *representation coefficients*):

\[(\text{II.4.3}) \quad W : \nu \mapsto \hat{\nu}(g) = \langle \rho(g^{-1})\nu, \nu_0 \rangle = \langle \nu, \rho(g)\nu_0 \rangle, \quad \nu \in V, \ g \in G.\]

The family of vectors \(v_g = \rho(g)\nu_0\) is called *wavelets* or *coherent states*. In this case we obtain scalar valued functions on \(G\), cf. Rem. II.6.10.

This scheme is typically carried out for a square integrable representation \(\rho\) with \(\nu_0\) being an admissible vector [3,46,66,74,84,226]. In this case the wavelet (covariant) transform is a map into the square integrable functions [66] with respect to the left Haar measure on \(G\). The map becomes an isometry if \(\nu_0\) is properly scaled. Moreover, we are able to recover the input \(\nu\) from its wavelet transform through the reconstruction formula, which requires an admissible vector as well, see Example II.6.20 below. The most popularised case of the above scheme is as follows.

**Example II.4.8.** An isometric representation of the \(ax + b\) group on \(V = L_p(\mathbb{R})\) is given by the formula:

\[(\text{II.4.4}) \quad [\rho_p(a, b) f](x) = a^{-\frac{1}{p}} f \left(\frac{x-b}{a}\right).\]

The representation (II.4.4) is square integrable for \(p = 2\). Any function \(\nu_0\), such that its Fourier transform \(\hat{\nu}(\xi)\) satisfy to

\[(\text{II.4.5}) \quad \int_0^\infty |\hat{\nu}_0(\xi)|^2 \frac{d\xi}{\xi} < \infty,\]

is admissible [3, § 12.2]. The continuous wavelet transform is generated by the representation (II.4.4) acting on an admissible vector \(\nu_0\) in the expression (II.6.18). The image of a function from \(L_2(\mathbb{R})\) is a function on the upper half-plane square integrable with respect to the measure \(a^{-2} \, da \, db\). For sufficiently regular \(\hat{\nu}_0\) the admissibility (II.6.20) of \(\nu_0\) follows from a weaker condition

\[(\text{II.4.6}) \quad \int_\mathbb{R} \nu_0(x) \, dx = 0.\]

However, square integrable representations and admissible vectors do not cover all interesting cases.

**Example II.4.9.** For the above \(G = \text{Aff}\) and the representation (II.4.4), we consider the operators \(F_\pm : L_p(\mathbb{R}) \to \mathbb{C}\) defined by:

\[(\text{II.4.7}) \quad F_\pm(f) = \frac{1}{2\pi i} \int_\mathbb{R} \frac{f(t) \, dt}{x \mp i}.\]

Then the covariant transform (II.6.17) is the Cauchy integral from \(L_p(\mathbb{R})\) to the space of functions \(\hat{f}(a, b)\) such that \(a^{-\frac{1}{p}} \hat{f}(a, b)\) is in the Hardy space in the upper/lower half-plane \(H_p(\mathbb{R}_\pm^2)\). Although the representation (II.4.4) is square integrable for \(p =
2, the function \( \frac{1}{x^2+1} \) used in (II.6.22) is not an admissible vacuum vector. Thus the complex analysis become decoupled from the traditional wavelet theory. As a result the application of wavelet theory shall relay on an extraneous mother wavelets [114].

Many important objects in complex analysis are generated by inadmissible mother wavelets like (II.6.22). For example, if \( F : L^2(\mathbb{R}) \to \mathbb{C} \) is defined by \( F : f \mapsto F_+f - F_-f \) then the covariant transform (II.6.17) reduces to the Poisson integral. If \( F : L^2(\mathbb{R}) \to \mathbb{C}^2 \) is defined by \( F : f \mapsto (F_+f, F_-f) \) then the covariant transform (II.6.17) represents a function \( f \) on the real line as a jump:

\[
\text{(II.4.8)} \quad f(z) = f_+(z) - f_-(z), \quad f_\pm(z) \in H_p(\mathbb{R}^2_\pm)
\]

between functions analytic in the upper and the lower half-planes. This makes a decomposition of \( L^2(\mathbb{R}) \) into irreducible components of the representation (II.4.4). Another interesting but non-admissible vector is the Gaussian \( e^{-x^2} \).

**Example II.4.10.** For the group \( G = SL_2(\mathbb{R}) \) [192] let us consider the unitary representation \( \rho \) (II.3.9) on the space of square integrable function \( L^2(\mathbb{R}^2_+) \) on the upper half-plane through the Möbius transformations (I.1.1):

\[
\text{(II.4.9)} \quad \rho(g) : f(z) \mapsto \frac{1}{(cz+d)^2} f \left( \frac{az+b}{cz+d} \right), \quad g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
\]

This is a representation from the discrete series and \( L^2(\mathbb{D}) \) and irreducible invariant subspaces are parametrised by integers. Let \( F_k \) be the functional \( L^2(\mathbb{R}^2_+) \to \mathbb{C} \) of pairing with the lowest/highest \( k \)-weight vector in the corresponding irreducible component (Bergman space) \( B_k(\mathbb{R}^2_+) \), \( k \geq 2 \) of the discrete series [192, Ch. VI]. Then we can build an operator \( F \) from various \( F_k \) similarly to the previous Example. In particular, the jump representation (II.4.8) on the real line generalises to the representation of a square integrable function \( f \) on the upper half-plane as a sum

\[
f(z) = \sum_k a_k f_k(z), \quad f_k \in B_n(\mathbb{R}^2_+)
\]

for prescribed coefficients \( a_k \) and analytic functions \( f_k \) in question from different irreducible subspaces.

Covariant transform is also meaningful for principal and complementary series of representations of the group \( SL_2(\mathbb{R}) \), which are not square integrable [134].

**Example II.4.11.** Let \( G = SU(2) \times \text{Aff} \) be the Cartesian product of the groups \( SU(2) \) of unitary rotations of \( \mathbb{C}^2 \) and the \( ax + b \) group \( \text{Aff} \). This group has a unitary linear representation on the space \( L^2(\mathbb{R}, \mathbb{C}^2) \) of square-integrable (vector) \( \mathbb{C}^2 \)-valued functions by the formula:

\[
\rho(g) \begin{pmatrix} f_1(t) \\ f_2(t) \end{pmatrix} = \begin{pmatrix} \alpha f_1(at+b) + \beta f_2(at+b) \\ \gamma f_1(at+b) + \delta f_2(at+b) \end{pmatrix},
\]

where \( g = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \times (a, b) \in SU(2) \times \text{Aff} \). It is obvious that the vector Hardy space, that is functions with both components being analytic, is invariant under such action of \( G \).
As a fiducial operator $F : \mathbb{L}_2(\mathbb{R}, \mathbb{C}^2) \to \mathbb{C}$ we can take, cf. (II.6.22):

\[(\text{II.4.10})\]

\[
F \left( \begin{array}{c} f_1(t) \\ f_2(t) \end{array} \right) = \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{f_1(t) \, dt}{x - i}.
\]

Thus the image of the associated covariant transform is a subspace of scalar valued bounded functions on $G$. In this way we can transform (without a loss of information) vector-valued problems, e.g. matrix Wiener–Hopf factorisation [31], to scalar question of harmonic analysis on the group $G$.

**Example II.4.12.** A straightforward generalisation of Ex. II.6.11 is obtained if $V$ is a Banach space and $F : V \to \mathbb{C}$ is an element of $V^*$. Then the covariant transform coincides with the construction of wavelets in Banach spaces [137].

**Example II.4.13.** The next stage of generalisation is achieved if $V$ is a Banach space and $F : V \to \mathbb{C}^n$ is a linear operator. Then the corresponding covariant transform is a map $\mathcal{W} : V \to \mathbb{L}(G, \mathbb{C}^n)$. This is closely related to M.G. Krein’s works on directing functionals [188], see also multiresolution wavelet analysis [35], Clifford-valued Fock–Segal–Bargmann spaces [49] and [3, Thm. 7.3.1].

**Example II.4.14.** Let $F$ be a projector $\mathbb{L}_p(\mathbb{R}) \to \mathbb{L}_p(\mathbb{R})$ defined by the relation $(Ff)^\wedge (\lambda) = \chi(\lambda) \hat{f}(\lambda)$, where the hat denotes the Fourier transform and $\chi(\lambda)$ is the characteristic function of the set $[-2, -1] \cup [1, 2]$. Then the covariant transform $\mathbb{L}_p(\mathbb{R}) \to \mathbb{C}(\text{Aff}, \mathbb{L}_p(\mathbb{R}))$ generated by the representation (II.4.4) of the affine group from $F$ contains all information provided by the Littlewood–Paley operator [92, § 5.1.1].

**Example II.4.15.** A step in a different direction is a consideration of non-linear operators. Take again the “$ax + b$” group and its representation (II.4.4). We define $F$ to be a homogeneous but non-linear functional $V \to \mathbb{R}_+$:

\[(\text{II.4.11})\]

\[
F_m(f) = \frac{1}{2} \int_{-1}^{1} |f(\omega)| \, d\omega.
\]

The covariant transform (II.6.17) becomes:

\[(\text{II.4.12})\]

\[
[W_p f](a, b) = F(\rho_p(a, b)f) = \frac{1}{2} \int_{-1}^{1} |a^{\frac{b}{p}} f(ax + b)| \, dx = a^{\frac{1}{p}} \frac{1}{2a} \int_{b-a}^{b+a} |f(\omega)| \, d\omega.
\]

We will see its connections with the Hardy–Littlewood maximal functions in Example II.6.43.

Since linearity has clear advantages, we may prefer to reformulate the last example through linear covariant transforms. The idea is similar to the representation of a convex function as an envelope of linear ones, cf. [86, Ch. I, Lem. 6.1]. To this end, we take a collection $\mathcal{F}$ of linear fiducial functionals and, for a given function $f$, consider the set of all covariant transforms $\mathcal{W}_F f, F \in \mathcal{F}$.

**Example II.4.16.** Let us return to the setup of the previous Example for $G = \text{Aff}$ and its representation (II.4.4). Consider the unit ball $B$ in $\mathbb{L}_\infty[-1, 1]$. Then, any $\omega \in B$
defines a bounded linear functional $F_\omega$ on $L_1(\mathbb{R})$:

$$F_\omega(f) = \frac{1}{2} \int_{-1}^{1} f(x) \omega(x) \, dx = \frac{1}{2} \int_{\mathbb{R}} f(x) \omega(x) \, dx.$$ 

Of course, $\sup_{\omega \in B} F_\omega(f) = F_m(f)$ with $F_m$ from (II.6.25) and for all $f \in L_1(\mathbb{R})$. Then, for the non-linear covariant transform (II.6.26) we have the following expression in terms of the linear covariant transforms generated by $F_\omega$:

$$[W^m_1 f](a, b) = \sup_{\omega \in B} [W^\omega_1 f](a, b).$$

The presence of supremum is the price to pay for such a “linearisation”.

**Remark II.4.17.** The above construction is not much different to the *grand maximal function* [252, § III.1.2]. Although, it may look like a generalisation of covariant transform, grand maximal function can be realised as a particular case of Defn. II.6.8. Indeed, let $M(V)$ be a subgroup of the group of all invertible isometries of a metric space $V$. If $\rho$ represents a group $G$ by isometries of $V$ then we can consider the group $\tilde{G}$ generated by all finite products of $M(V)$ and $\rho(g)$, $g \in G$ with the straightforward action $\tilde{\rho}$ on $V$. The grand maximal functions is produced by the covariant transform for the representation $\tilde{\rho}$ of $\tilde{G}$.

**Example II.4.18.** Let $V = L_c(\mathbb{R}^2)$ be the space of compactly supported bounded functions on the plane. We take $F$ be the linear operator $V \rightarrow \mathbb{C}$ of integration over the real line:

$$F : f(x, y) \mapsto F(f) = \int_{\mathbb{R}} f(x, 0) \, dx.$$ 

Let $G$ be the group of Euclidean motions of the plane represented by $\rho$ on $V$ by a change of variables. Then the wavelet transform $F(\rho(g)f)$ is the *Radon transform* [101].

**II.4.3. Symbolic Calculi**

There is a very important class of the covariant transforms which maps operators to functions. Among numerous sources we wish to single out works of Berezin [23, 24]. We start from the Berezin covariant symbol.

**Example II.4.19.** Let a representation $\rho$ of a group $G$ act on a space $X$. Then there is an associated representation $\rho_B$ of $G$ on a space $V = B(X, Y)$ of linear operators $X \rightarrow Y$ defined by the identity [24, 137]:

$$\rho_B(g)A x = A(\rho(g^{-1})x), \quad x \in X, \ g \in G, \ A \in B(X, Y).$$

Following the Remark II.6.10 we take $F$ to be a functional $V \rightarrow \mathbb{C}$, for example $F$ can be defined from a pair $x \in X$, $l \in Y^*$ by the expression $F : A \mapsto \langle Ax, l \rangle$. Then the covariant transform is:

$$W : A \mapsto \hat{A}(g) = F(\rho_B(g)A).$$

This is an example of *covariant calculus* [23, 137].

There are several variants of the last Example which are of a separate interest.
**Example II.4.20.** A modification of the previous construction is obtained if we have two groups \( G_1 \) and \( G_2 \) represented by \( \rho_1 \) and \( \rho_2 \) on \( X \) and \( Y^* \) respectively. Then we have a covariant transform \( B: X \times Y^* \rightarrow L(G_1 \times G_2, \mathbb{C}) \) defined by the formula:

\[
W: A \mapsto \hat{A}(g_1, g_2) = \langle A\rho_1(g_1) x, \rho_2(g_2) l \rangle.
\]

This generalises the above Berezin covariant calculi [137].

**Example II.4.21.** Let us restrict the previous example to the case when \( X = Y \) is a Hilbert space, \( \rho_1 = \rho_2 = \rho \) and \( x = l \) with \( \|x\| = 1 \). Then the range of the covariant transform:

\[
W: A \mapsto \hat{A}(g) = \langle A\rho(g) x, \rho(g) x \rangle
\]

is a subset of the numerical range of the operator \( A \). As a function on a group \( \hat{A}(g) \) provides a better description of \( A \) than the set of its values—numerical range.

**Example II.4.22.** The group \( SU(1, 1) \simeq SL_2(\mathbb{R}) \) consists of \( 2 \times 2 \) matrices of the form \[
\begin{pmatrix}
\alpha & \beta \\
\bar{\beta} & \bar{\alpha}
\end{pmatrix}
\]
with the unit determinant [192, § IX.1]. Let \( T \) be an operator with the spectral radius less than 1. Then the associated Möbius transformation

\[
g: T \mapsto g \cdot T = \frac{\alpha T + \beta I}{\beta T + \alpha I}, \quad \text{where} \quad g = \begin{pmatrix}
\alpha & \beta \\
\bar{\beta} & \bar{\alpha}
\end{pmatrix} \in SL_2(\mathbb{R}),
\]

produces a well-defined operator with the spectral radius less than 1 as well. Thus we have a representation of \( SU(1, 1) \).

Let us introduce the defect operators \( D_T = (I - T^* T)^{1/2} \) and \( D_{T^*} = (I - TT^*)^{1/2} \). For the fiducial operator \( F = D_{T^*} \) the covariant transform is, cf. [254, § VI.1, (1.2)]:

\[
[W_T](g) = F(g \cdot T) = -e^{i\phi} \Theta_T(z) D_T,
\]

for \( g = \begin{pmatrix}
e^{i\phi/2} & 0 \\
0 & e^{-i\phi/2}
\end{pmatrix} \begin{pmatrix} 1 & -z \\ -\bar{z} & 1 \end{pmatrix},
\]

where the characteristic function \( \Theta_T(z) \) [254, § VI.1, (1.1)] is:

\[
\Theta_T(z) = -T + D_{T^*} (I - zT^*)^{-1} z D_T.
\]

Thus we approached the functional model of operators from the covariant transform. In accordance with Remark II.6.10 the model is most fruitful for the case of operator \( F = D_{T^*} \) being one-dimensional.

The intertwining property in the previous examples was obtained as a consequence of the general Prop. II.6.27 about the covariant transform. However it may be worth to select it as a separate definition:

**Definition II.4.23.** A covariant calculus, also known as symbolic calculus, is a map from operators to functions, which intertwines two representations of the same group in the respective spaces.

There is a dual class of covariant transforms acting in the opposite direction: from functions to operators. The prominent examples are the Berezin contravariant symbol [23, 137] and symbols of a pseudodifferential operators (PDO) [109, 137].
Example II.4.24. The classical Riesz–Dunford functional calculus \[67, \S \text{VII.3}; 214, \S \text{IV.2}\] maps analytical functions on the unit disk to the linear operators, it is defined through the Cauchy-type formula with the resolvent. The calculus is an intertwining operator \[146\] between the Möbius transformations of the unit disk, cf. (II.5.23), and the actions (II.4.15) on operators from the Example II.4.22. This topic will be developed in Subsection III.1.2.

In line with the Defn. II.4.23 we can directly define the corresponding calculus through the intertwining property \[132, 146\]:

**Definition II.4.25.** A contravariant calculus, also known as functional calculus, is a map from functions to operators, which intertwines two representations of the same group in the respective spaces.

The duality between co- and contravariant calculi is the particular case of the duality between covariant transform and the contravariant transform defined in the next Subsection. In many cases a proper choice of spaces makes covariant and/or contravariant calculus a bijection between functions and operators. Subsequently only one form of calculus, either co- or contravariant, is defined explicitly, although both of them are there in fact.

### II.4.4. Contravariant Transform

An object invariant under the left action \(\Lambda\) (II.6.29) is called *left invariant*. For example, let \(L\) and \(L'\) be two left invariant spaces of functions on \(G\). We say that a pairing \(\langle \cdot, \cdot \rangle : L \times L' \to \mathbb{C}\) is *left invariant* if

\[
\langle \Lambda(g)f, \Lambda(g)f' \rangle = \langle f, f' \rangle, \quad \text{for all } f \in L, f' \in L'.
\]

**Remark II.4.26.**

i. We do not require the pairing to be linear in general.

ii. If the pairing is invariant on space \(L \times L'\) it is not necessarily invariant (or even defined) on the whole \(C(G) \times C(G)\).

iii. In a more general setting we shall study an invariant pairing on a homogeneous spaces instead of the group. However due to length constraints we cannot consider it here beyond the Example II.4.29.

iv. An invariant pairing on \(G\) can be obtained from an invariant functional \(l\) by the formula \(\langle f_1, f_2 \rangle = l(f_1 \bar{f}_2)\).

For a representation \(\rho\) of \(G\) in \(V\) and \(w_0 \in V\), we construct a function \(w(g) = \rho(g)w_0\). We assume that the pairing can be extended in its second component to this \(V\)-valued functions. For example, such an extension can be defined in the weak sense.

**Definition II.4.27.** Let \(\langle \cdot, \cdot \rangle\) be a left invariant pairing on \(L \times L'\) as above, let \(\rho\) be a representation of \(G\) in a space \(V\), we define the function \(w(g) = \rho(g)v_0\) for \(v_0 \in V\). The contravariant transform \(\mathcal{M}\) is a map \(L \to V\) defined by the pairing:

\[
\mathcal{M}_{w_0}^\rho : f \mapsto \langle f, w \rangle, \quad \text{where } f \in L.
\]

We can drop out sup/subscripts in \(\mathcal{M}_{w_0}^\rho\) as we are doing for \(W_{f}^\rho\).
Example II.4.28 (Haar paring). The most well-known example of an invariant pairing on $L_2(G, d\mu) \times L_2(G, d\mu)$ is integration over the Haar measure:

\[ \langle f_1, f_2 \rangle = \int_G f_1(g) f_2(g) \, dg. \]

If $\rho$ is a unitary square integrable representation of $G$ and $w_0$ is an admissible vector, see Example II.6.11, then this pairing can be extended to $w(g) = \rho(g)w_0$. The contravariant transform is known in this setup as the reconstruction formula, cf. [3, (8.19)]:

\[ \mathcal{M}_{w_0} f = \int_G f(g) \, w(g) \, dg, \quad \text{where} \quad w(g) = \rho(g)w_0. \]

It is possible to use different admissible vectors $v_0$ and $w_0$ for the wavelet transform (II.6.18) and the reconstruction formula (II.6.33), respectively, cf. Example II.6.41.

Example II.4.29. Let $\rho$ be a square integrable representation of $G$ modulo a subgroup $H \subset G$ and let $X = G/H$ be the corresponding homogeneous space with a quasi-invariant measure $dx$. Then integration over $dx$ with an appropriate weight produces an invariant pairing. The contravariant transform is a more general version [3, (7.52)] of the reconstruction formula mentioned in the previous example.

If the invariant pairing is defined by integration over the Haar measure, cf. Example II.6.20, then we can show an intertwining property for the contravariant transform as well.

Proposition II.4.30 ([137, Prop. 2.9]). The inverse wavelet transform $\mathcal{M}_{w_0}$ (II.6.33) intertwines the left regular representation $\Lambda$ (II.6.29) on $L_2(G)$ and $\rho$:

\[ \mathcal{M}_{w_0} \Lambda(g) = \rho(g) \mathcal{M}_{w_0}. \]

Corollary II.4.31. The image $\mathcal{M}_{w_0}(L(G)) \subset V$ of a left invariant space $L(G)$ under the inverse wavelet transform $\mathcal{M}_{w_0}$ is invariant under the representation $\rho$.

Remark II.4.32. It is an important observation, that the above intertwining property is also true for some contravariant transforms which are not based on pairing (II.6.32). For example, in the case of the affine group all pairings (II.6.34), (II.6.39) and (non-linear!) (II.6.35) satisfy to (IV.5.22) for the respective representation $\rho_p$ (II.4.4).

Let

- $\rho$ be not a square integrable representation (even modulo a subgroup); or
- $w_0$ be an inadmissible vector of a square integrable representation $\rho$.

A suitable invariant pairing in this case is not associated with integration over the Haar measure on $G$. In this case we speak about a Hardy pairing. The following example explains the name.

Example II.4.33 (Hardy pairing). Let $G$ be the “$ax + b$” group and its representation $\rho$ (II.4.4) from Ex. II.6.12. An invariant pairing on $G$, which is not generated by the Haar measure $a^{-2}da \, db$, is:

\[ \langle f_1, f_2 \rangle_H = \lim_{a \to 0} \int_{-\infty}^{\infty} f_1(a, b) \, f_2(a, b) \, \frac{db}{a}. \]
For this pairing we can consider functions \( \frac{1}{2\pi i(x+y)} \) or \( e^{-x^2} \), which are not admissible vectors in the sense of square integrable representations. Then the contravariant transform provides an integral resolutions of the identity. For example, for \( v_0 = \frac{1}{2\pi i(x+y)} \) we obtain:

\[
[Mf](x) = \lim_{a \to 0} \int_{-\infty}^{\infty} f(a, b) \frac{a^{-\frac{1}{2}}}{2\pi i(x + ia - b)} db = -\lim_{a \to 0} \int_{-\infty}^{\infty} \frac{f(a, b) db}{b - (x + ia)}.
\]

In other words, it expresses the boundary values at \( a = 0 \) of the Cauchy integral \([-\mathcal{C}f](a, x + ai)\).

Similar pairings can be defined for other semi-direct products of two groups. We can also extend a Hardy pairing to a group, which has a subgroup with such a pairing.

**Example II.4.34.** Let \( G = SL_2(\mathbb{R}) \) from the Ex. II.4.10. Then the “\( ax + b \)” group is a subgroup of \( SL_2(\mathbb{R}) \), moreover we can parametrise \( SL_2(\mathbb{R}) \) by triples \((a, b, \theta)\), \( \theta \in (-\pi, \pi]\) with the respective Haar measure \([192, III.1(3)]\). Then the Hardy pairing

\[(II.4.22) \quad \langle f_1, f_2 \rangle = \lim_{a \to 0} \int_{-\infty}^{\infty} f_1(a, b, \theta) \bar{f}_2(a, b, \theta) db d\theta.\]

is invariant on \( SL_2(\mathbb{R}) \) as well. The corresponding contravariant transform provides even a finer resolution of the identity which is invariant under conformal mappings of the Lobachevsky half-plane.

Here is an important example of non-linear pairing.

**Example II.4.35.** Let \( G = Aff \), an invariant homogeneous functional on \( G \) is given by the \( L_\infty \) version of the Haar functional (II.6.32):

\[(II.4.23) \quad \langle f_1, f_2 \rangle_\infty = \sup_{g \in G} |f_1(g)f_2(g)|.\]

Define the following two functions on \( \mathbb{R} \):

\[(II.4.24) \quad v_0^+(t) = \begin{cases} 1, & \text{if } t = 0; \\ 0, & \text{if } t \neq 0. \end{cases} \quad \text{and} \quad v_0^*(t) = \begin{cases} 1, & \text{if } |t| \leqslant 1; \\ 0, & \text{if } |t| > 1. \end{cases}\]

The respective contravariant transforms are generated by the representation \( \rho_\infty \) (II.4.4) are:

\[(II.4.25) \quad [M_{v_0^+} f](t) = f^+(t) = \langle f(a, b), \rho_\infty(a, b)v_0^+(t) \rangle_\infty = \sup_a |f(a, t)|, \]

\[(II.4.26) \quad [M_{v_0^*} f](t) = f^*(t) = \langle f(a, b), \rho_\infty(a, b)v_0^*(t) \rangle_\infty = \sup_{a > |b - t|} |f(a, b)|.\]

The transforms (II.6.37) and (II.6.38) are the vertical and non-tangential maximal functions [183, § VIII.C.2], respectively.
Example II.4.36. Consider again $G = \mathbf{Aff}$ equipped now with an invariant linear functional, which is a Hardy-type modification (cf. (II.6.34)) of $L_\infty$-functional (II.6.35):

$$\langle f_1, f_2 \rangle_{H^\infty} = \lim_{a \to 0, b \in \mathbb{R}} \sup_{b \in \mathbb{R}} f_1(a, b)f_2(a, b),$$  

where $\lim$ is the limit superior. Then, the covariant transform $\mathcal{M}^H$ for this pairing from functions $v^+$ and $v^*$ (II.6.36) becomes:

$$[\mathcal{M}^H_{v_0^+} f](t) = \langle f(a, b), \rho_\infty(a, b)v_0^+(t) \rangle_{H^\infty} = \lim_{a \to 0} f(a, t),$$

$$[\mathcal{M}^H_{v_0^*} f](t) = \langle f(a, b), \rho_\infty(a, b)v_0^*(t) \rangle_{\overline{H}} = \lim_{a \to 0, |b-t|<a} f(a, b).$$

They are the normal and non-tangential limits superior from the upper-half plane to the real line, respectively.

There is the obvious inequality $\langle f_1, f_2 \rangle_{H^\infty} \geq \langle f_1, f_2 \rangle_{H^\infty}$ between pairings (II.6.35) and (II.6.39), which produces the corresponding relation between respective contravariant transforms.

There is an explicit duality between the covariant transform and the contravariant transform. Discussion of the grand maximal function in the Rem. II.6.16 shows usefulness of the covariant transform over the a family of fiducial functional. Thus, we shall not be surprised by the contravariant transform over a family of reconstructing vectors as well.

Definition II.4.37. Let $w : \mathbf{Aff} \to L_1(\mathbb{R})$ be a function. We define a new function $\rho_1w$ on $\mathbf{Aff}$ with values in $L_1(\mathbb{R})$ through the point-wise action $[\rho_1w](g) = \rho_1(g)w(g)$ of $\rho_\infty$ (II.4.4). If $\sup_g ||w(g)||_1 < \infty$, then, for $f \in L_1(\mathbf{Aff})$, we define the extended contravariant transform by:

$$[\mathcal{M}_w f](x) = \int_{\mathbf{Aff}} f(g)[\rho_1w](g) \, dg.$$  

Note, that (II.6.42) reduces to the contravariant transform (II.6.33) if we start from the constant function $w(g) = w_0$.

Definition II.4.38. We call a function $r$ on $\mathbb{R}$ a nucleus if:

i. $r$ is supported in $[-1, 1]$,

ii. $|r| < \frac{1}{2}$ almost everywhere, and

iii. $\int_{\mathbb{R}} r(x) \, dx = 0$, cf. (II.6.21).

Clearly, for a nucleus $r$, the function $s = \rho_1(a, b)r$ has properties:

i. $s$ is supported in a ball centred at $b$ and radius $a$,

ii. $|s| < \frac{1}{2a}$ almost everywhere, and

iii. $\int_{\mathbb{R}} s(x) \, dx = 0$.

In other words, $s = \rho_1(a, b)r$ is an atom, cf. [252, § III.2.2] and any atom may be obtained in this way from some nucleus and certain $(a, b) \in \mathbf{Aff}$.  

EXAMPLE II.4.39. Let \( f(g) = \sum_j \lambda_j \delta_{g_j}(g) \) with \( \sum_j |\lambda_j| < \infty \) be a countable sum of point masses on \( \text{Aff} \). If all values of \( w(g_j) \) are nucleuses, then (II.6.42) becomes:

\[
\left[ M_w f \right](x) = \int_{\text{Aff}} f(g) [\rho_1 w](g) \, dg = \sum_j \lambda_j s_j,
\]

where \( s_j = \rho_1(g_j)w(g_j) \) are atoms. The right-hand side of (II.6.43) is known as an atomic decomposition of a function \( h(x) = [M_w f](x) \), see [252, § III.2.2].

II.4.5. Composing the Co- and Contravariant Transforms

In the case of classical wavelets, the relation between the wavelet transform (II.6.18) and the inverse wavelet transform (II.6.33) is suggested by their names.

EXAMPLE II.4.40. For a square integrable representation and admissible vectors \( v_0 \) and \( w_0 \), there is the relation [3, (8.52)]:

\[
[M_{w_0} W_{v_0}] = kI,
\]

where the constant \( k \) depends on \( v_0, w_0 \) and the Duflo–Moore operator [3, § 8.2; 66].

It is of interest, that two different vectors can be used as analysing vector in (II.6.18) and for the reconstructing formula (II.6.33). Even a greater variety can be achieved if we use additional fiducial operators and invariant pairings.

EXAMPLE II.4.41. The composition of the contravariant transform \( M_{v_0^*} \) (II.6.38) with the covariant transform \( W_\infty \) (II.6.26) is:

\[
[M_{v_0^*} W_\infty f](t) = \sup_{\alpha > |b-t|} \left\{ \frac{1}{2\alpha} \int_{b-\alpha}^{b+\alpha} |f(x)| \, dx \right\}.
\]

Thus, \( M_{v_0^*} W_\infty f \) coincides with the Hardy–Littlewood maximal function \( f^M \) [183, § VIII.B.1], which contains important information on the original function \( f \). Combining Props. II.6.27 and II.6.30 (through Rem. II.6.32), we deduce that the operator \( M : f \mapsto f^M \) intertwines \( \rho_p \) with itself: \( \rho_p M = M\rho_p \) (yet, \( M \) is non-linear).

EXAMPLE II.4.42. Let the mother wavelet \( v_0(x) = \delta(x) \) be the Dirac delta function, then the wavelet transform \( W_\delta \) generated by \( \rho_\infty \) (II.4.4) on \( C(\mathbb{R}) \) is \( [W_\delta f](a, b) = f(b) \). Take the reconstruction vector \( w_0(x) = (1 - \chi_{[-1,1]}(x))/x \) and consider the respective inverse wavelet transform \( M_{w_0} \) produced by the Hardy pairing (II.6.34). Then, the
composition of both maps is:

\[
[M_{w_0} \circ W_\delta f](t) = \lim_{a \to 0} \int_{-\infty}^{\infty} f(b) \rho_\infty(a, b) w_0(t) \frac{db}{a}
\]

\[
= \lim_{a \to 0} \int_{-\infty}^{\infty} f(b) \frac{1 - \chi_{[-a, a]}(t - b)}{t - b} \frac{db}{a}
\]

\[
= \lim_{a \to 0} \int_{|b| > a} f(b) \frac{db}{t - b}.
\]

The last expression is a singular integral operator (SIO) [207, § 2.6; 252, § I.5] defined through the principal value (in the sense of Cauchy).

**Example II.4.43.** Let \( W \) be a covariant transform generated either by the functional \( F_\pm \) (II.6.22) (i.e. the Cauchy integral) or \((F_+ - F_-)\) (i.e. the Poisson integral) from the Example II.6.13. Then, for the contravariant transform \( M_{v_0}^{H+} \) (II.6.37) the composition \( M_{v_0}^{H+} W \) becomes the normal boundary value of the Cauchy/Poisson integral, respectively. The similar composition \( M_{v_0}^* W \) for the reconstructing vector \( v_0^* \) (II.6.36) turns to be the non-tangential limit of the Cauchy/Poisson integrals.

It is the classical question of harmonic analysis to identify a class of functions on the real line such that \( M_{v_0}^{H+} W \) becomes the identity operator on it. Combining intertwining properties of the covariant and contravariant transforms (Props. II.6.27, II.6.30 and Rem. II.6.32) we conclude that \( M_{v_0}^H W \) will intertwine the representation \( \rho \) with itself. If we restrict our attention to \( \rho \)-irreducible subspace, then a sort of Schur’s lemma suggests that such an operator is a (possible zero) multiple of the identity operator. This motivates the following template definition, cf. [166, § 1].

**Definition II.4.44.** For a representation \( \rho \) of a group \( G \) in a space \( V \), a generalised Hardy space \( H \) is an \( \rho \)-irreducible subspace of \( V \).

**Example II.4.45.** Let \( G = \text{Aff} \) and the representation \( \rho_\rho \) is defined in \( V = L_p(\mathbb{R}) \) by (II.4.4). Then the classical Hardy spaces \( H_p(\mathbb{R}) \) are \( \rho_\rho \)-irreducible, thus are provided by the above definition.

We illustrate the group-theoretical technique by the following statement.

**Proposition II.4.46.** Let \( B \) be the spaces of bounded uniformly continuous functions on the real line. Let \( F : B \to \mathbb{R} \) be a fiducial functional such that:

\[
(\text{II.4.33}) \quad \lim_{a \to 0} F(\rho_\infty(1/a, 0)f) = 0, \quad \text{for all } f \in B \text{ such that } f(0) = 0
\]

and \( F(\rho_\infty(1, b)f) \) is a continuous function of \( b \in \mathbb{R} \) for a given \( f \in B \).

Then, \( M_{v_0}^{H} \circ W_F \) is a constant times the identity operator on \( B \).

**Proof.** First of all we note that \( M_{v_0}^{H} W_F \) is a bounded operator on \( B \). Let \( v_{(a, b)}^* = \rho_\infty(a, b)v^* \). Obviously, \( v_{(a, b)}^*(0) = v^*(-\frac{b}{a}) \) is an eigenfunction for operators \( \Lambda(a', 0) \),
\( \alpha' \in \mathbb{R}_+ \) of the left regular representation of Aff:

\[
(\text{II.4.34}) \quad \Lambda(\alpha', 0) v_{(a,b)}(0) = v_{(a,b)}(0).
\]

This and the left invariance of the pairing (II.6.30) imply \( M_{V_0}^H \circ \Lambda(1/a, 0) = M_{V_0}^H \) for any \((a,0) \in \text{Aff}\). Then, applying the intertwining properties (II.6.44) we obtain:

\[
\begin{aligned}
[M_{V_0}^H \circ \mathcal{W}_F](0) &= [M_{V_0}^H \circ \Lambda(1/a, 0) \circ \mathcal{W}_F](0) \\
&= [M_{V_0}^H \circ \mathcal{W}_F \circ \rho_\infty(1/a, 0)f](0)
\end{aligned}
\]

Using the limit \( a \to 0 \) (II.6.53) and the continuity of \( F \circ \rho_\infty(1,b) \) we conclude that the linear functional \( l : f \mapsto [M_{V_0}^H \circ \mathcal{W}_F](0) \) vanishes for any \( f \in B \) such that \( f(0) = 0 \). Take a function \( f_1 \in B \) such that \( f_1(0) = 1 \) and define \( c = l(f_1) \). From linearity of \( l \), for any \( f \in B \) we have:

\[
l(f) = l(f - f(0)f_1 + f(0)f_1) = l(f - f(0)f_1) + f(0)l(f_1) = cf(0).
\]

Furthermore, using the intertwining properties (II.6.44) and (IV.5.22):

\[
[M_{V_0}^H \circ \mathcal{W}_F](t) = [M_{V_0}^H \circ \rho_\infty(1, -t) \circ \mathcal{W}_F](0) \\
= [M_{V_0}^H \circ \mathcal{W}_F \circ \rho_\infty(1, -t)f](0) \\
= l(\rho_\infty(1, -t)f) \\
= c[\rho_\infty(1, -t)f](0) \\
= cf(t).
\]

This finishes the proof. \( \square \)

To get the classical statement we need the following lemma.

**Lemma II.4.47.** For \( w(t) \in L_1(\mathbb{R}) \), define the fiducial functional on \( B \):

\[
(\text{II.4.35}) \quad F(f) = \int_{\mathbb{R}} f(t) w(t) \, dt.
\]

Then \( F \) satisfies to the condition (and thus conclusions) of Prop. II.6.48.

**Proof.** Let \( f \) be a continuous bounded function such that \( f(0) = 0 \). For \( \varepsilon > 0 \) chose

- \( \delta > 0 \) such that \( |f(t)| < \varepsilon \) for all \( |t| < \delta \);
- \( M > 0 \) such that \( \int_{|t| > M} |w(t)| \, dt < \varepsilon \).

Then, for \( a < \delta/M \), we have the estimation:

\[
|F(\rho_\infty(1/a, 0)f)| = \left| \int_{\mathbb{R}} f(at) w(t) \, dt \right| \\
\leq \left| \int_{|t| < M} f(at) w(t) \, dt \right| + \left| \int_{|t| > M} f(at) w(t) \, dt \right| \\
\leq \varepsilon (\|w\|_1 + \|f\|_\infty).
\]
Finally, for a uniformly continuous function \( g \): for \( \varepsilon > 0 \) there is \( \delta > 0 \) such that \( |g(t + b) - g(t)| < \varepsilon \) for all \( b < \delta \) and \( t \in \mathbb{R} \). Then:

\[
|F(\rho_{\infty}(1, b)g) - F(g)| = \left| \int_{\mathbb{R}} (g(t + b) - g(t)) w(t) \, dt \right| \leq \varepsilon \|w\|_1.
\]

That demonstrates the continuity of \( F(\rho_{\infty}(1, b)g) \) at \( b = 0 \) and, by the group property, at any other point as well. \( \square \)

**Remark II.4.48.** A direct evaluation shows, that the constant \( c = l(f_1) \) from the proof of Prop. II.6.48 for the fiducial functional (II.6.55) is equal to \( c = \int_{\mathbb{R}} w(t) \, dt \). Of course, for non-trivial boundary values we need \( c \neq 0 \). On the other hand, the admissibility condition (II.6.21) requires \( c = 0 \). In this sense, the classical harmonic analysis and the traditional wavelet construction are two orthogonal parts of the same covariant transform theory.

The table integral \( \int_{\mathbb{R}} \frac{dx}{x^2 + 1} = \pi \) tells that the “wavelet” \( p(t) = \frac{1}{\pi} \frac{1}{1 + t^2} \) is in \( L_1(\mathbb{R}) \) with \( c = 1 \), the corresponding wavelet transform is the Poisson integral. Its boundary behaviour from Prop. II.6.48 is the classical result, cf. [86, Ch. I, Cor. 3.2].

The comparison between our demonstrations and the traditional proofs, e.g. in [86], does not reveal any significant distinctions. We simply made an explicit usage of the relevant group structure, which is implicitly employed in traditional texts anyway.

**II.4.5.1. Real and Complex Technique in Harmonic Analysis.** There are two main approaches in harmonic analysis on the real line. The real variables technique uses various maximal functions, dyadic cubes and, occasionally, the Poisson integral [252]. The complex variable technique is based on the Cauchy integral and fine properties of analytic functions [212,213].

Both methods seem to have clear advantages. The real variable technique:

1. does not require an introduction of the imaginary unit for a study of real-valued harmonic functions of a real variable (Occam’s Razor);
2. allows a straightforward generalisation to several dimensions.

By contrast, access to the beauty and power of analytic functions (e.g., Möbius transformations, factorisation of zeroes, etc. [183]) is the main reason to use the complex variable technique. A posteriori, a multidimensional analytic version was also discovered [203], it is based on the monogenic Clifford-valued functions [33].

Therefore, propensity for either techniques becomes a personal choice of a researcher. Some of them prefer the real variable method, explicitly cleaning out any reference to analytic or harmonic functions [252, Ch. III, p. 88]. Others, e.g. [185], happily combine the both techniques. However, the reasons for switching between two methods at particular places may look mysterious.

We demonstrated above that both—real and complex—techniques in harmonic analysis have the same group-theoretical origin. Moreover, they are complemented by the wavelet construction. Therefore, there is no any confrontation between these approaches. In other words, the binary opposition of the real and complex methods resolves into Kant’s triad thesis-antithesis-synthesis: complex-real-covariant.
LECTURE II.5

Analytic Functions

We saw in the first section that an inspiring geometry of cycles can be recovered from the properties of $SL_2(\mathbb{R})$. In this section we consider a realisation of the function theory within Erlangen approach \[134, 136, 139, 140\]. The covariant transform will be our principal tool in this construction.

II.5.1. Induced Covariant Transform

The choice of a mother wavelet or fiducial operator $F$ from Section II.4.1 can significantly influence the behaviour of the covariant transform. Let $G$ be a group and $H$ be its closed subgroup with the corresponding homogeneous space $X = G/H$. Let $\rho$ be a representation of $G$ by operators on a space $V$, we denote by $\rho_H$ the restriction of $\rho$ to the subgroup $H$.

**Definition II.5.1.** Let $\chi$ be a representation of the subgroup $H$ in a space $U$ and $F: V \to U$ be an intertwining operator between $\chi$ and the representation $\rho_H$:

\[(II.5.1) \quad F(\rho(h)v) = F(v)\chi(h), \quad \text{for all } h \in H, \ v \in V.\]

Then the covariant transform (II.6.17) generated by $F$ is called the *induced covariant transform*.

The following is the main motivating example.

**Example II.5.2.** Consider the traditional wavelet transform as outlined in Ex. II.6.11. Chose a vacuum vector $v_0$ to be a joint eigenvector for all operators $\rho(h)$, $h \in H$, that is $\rho(h)v_0 = \chi(h)v_0$, where $\chi(h)$ is a complex number depending of $h$. Then $\chi$ is obviously a character of $H$.

The image of wavelet transform (II.6.18) with such a mother wavelet will have a property:

\[\hat{v}(gh) = \langle v, \rho(gh)v_0 \rangle = \langle v, \rho(g)\chi(h)v_0 \rangle = \chi(h)\hat{v}(g).\]

Thus the wavelet transform is uniquely defined by cosets on the homogeneous space $G/H$. In this case we previously spoke about the *reduced wavelet transform* \[136\]. A representation $\rho_0$ is called *square integrable* mod $H$ if the induced wavelet transform $[Wf_0](w)$ of the vacuum vector $f_0(x)$ is square integrable on $X$.

The image of induced covariant transform have the similar property:

\[(II.5.2) \quad \hat{v}(gh) = F(\rho((gh)^{-1})v) = F(\rho(h^{-1})\rho(g^{-1})v) = F(\rho(g^{-1})v)\chi(h^{-1}).\]
Thus it is enough to know the value of the covariant transform only at a single element in every coset $G/H$ in order to reconstruct it for the entire group $G$ by the representation $\chi$. Since coherent states (wavelets) are now parametrised by points homogeneous space $G/H$ they are referred sometimes as coherent states which are not connected to a group [171], however this is true only in a very narrow sense as explained above.

**Example II.5.3.** To make it more specific we can consider the representation of $\text{SL}_2(\mathbb{R})$ defined on $L^2(\mathbb{R})$ by the formula, cf. (II.3.8):

$$\rho(g) : f(z) \mapsto \frac{1}{(cx + d)} f\left(\frac{ax + b}{cx + d}\right), \quad g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.$$  

Let $K \subset \text{SL}_2(\mathbb{R})$ be the compact subgroup of matrices $h_t = \begin{pmatrix} \cos t & \sin t \\ -\sin t & \cos t \end{pmatrix}$. Then for the fiducial operator $F_{\pm}$ (II.6.22) we have $F_{\pm} \circ \rho(h_t) = e^{\mp it} F_{\pm}$. Thus we can consider the covariant transform only for points in the homogeneous space $\text{SL}_2(\mathbb{R})/K$, moreover this set can be naturally identified with the $ax + b$ group. Thus we do not obtain any advantage of extending the group in Ex. II.6.12 from $ax + b$ to $\text{SL}_2(\mathbb{R})$ if we will be still using the fiducial operator $F_{\pm}$ (II.6.22).

Functions on the group $G$, which have the property $\hat{v}(gh) = \hat{v}(g)\chi(h)$ (II.5.2), provide a space for the representation of $G$ induced by the representation $\chi$ of the subgroup $H$. This explains the choice of the name for induced covariant transform.

**Remark II.5.4.** Induced covariant transform uses the fiducial operator $F$ which passes through the action of the subgroup $H$. This reduces information which we obtained from this transform in some cases.

There is also a simple connection between a covariant transform and right shifts:

**Proposition II.5.5.** Let $G$ be a Lie group and $\rho$ be a representation of $G$ in a space $V$. Let $[Wf](g) = F(\rho(g^{-1})f)$ be a covariant transform defined by the fiducial operator $F : V \to U$. Then the right shift $[Wf](gg')$ by $g'$ is the covariant transform $[W'f](g) = F'(\rho(g^{-1})f)]$ defined by the fiducial operator $F' = F \circ \rho(g^{-1})$.

In other words the covariant transform intertwines right shifts on the group $G$ with the associated action $\rho_B$ (II.4.14) on fiducial operators.

Although the above result is obvious, its infinitesimal version has interesting consequences.

**Corollary II.5.6 ([156]).** Let $G$ be a Lie group with a Lie algebra $\mathfrak{g}$ and $\rho$ be a smooth representation of $G$. We denote by $d\rho_B$ the derived representation of the associated representation $\rho_B$ (II.4.14) on fiducial operators.

Let a fiducial operator $F$ be a null-solution, i.e. $AF = 0$, for the operator $A = \sum_j a_j d\rho_B^{X_j}$, where $X_j \in \mathfrak{g}$ and $a_j$ are constants. Then the covariant transform $[Wf](g) = F(\rho(g^{-1})f)$ for any $f$ satisfies:

$$DF(g) = 0, \quad \text{where} \quad D = \sum_j a_j \mathcal{L}^{X_j}.$$  

Here $\mathcal{L}^{X_j}$ are the left invariant fields (Lie derivatives) on $G$ corresponding to $X_j$.
Example II.5.7. Consider the representation \( \rho \) (II.4.4) of the \( ax + b \) group with the \( p = 1 \). Let \( A \) and \( N \) be the basis of \( g \) generating one-parameter subgroups \( (e^t, 0) \) and \( (0, t) \), respectively. Then, the derived representations are:
\[
[d\rho^A f](x) = -f(x) - xf'(x), \quad [d\rho^N f](x) = -f'(x).
\]
The corresponding left invariant vector fields on \( ax + b \) group are:
\[
L^A = a\partial_a, \quad L^N = a\partial_b.
\]
The mother wavelet \( \frac{1}{x+i} \) in (II.6.22) is a null solution of the operator
\[
-d\rho^A - id\rho^N = I + (x + i)\frac{d}{dx}.
\]
Therefore, the image of the covariant transform with the fiducial operator \( F \) (II.6.22) consists of the null solutions to the operator \( -L^A + iL^N = i\alpha(\partial_b + i\partial_a) \), that is in the essence the Cauchy–Riemann operator in the upper half-plane.

Example II.5.8. In the above setting, the function \( p(x) = \frac{1}{\pi \sqrt{x^2 + 1}} \) is a null solution of the operator:
\[
(d\rho^A)^2 - d\rho^A + (d\rho^N)^2 = 2I + 4x\frac{d}{dx} + (1 + x^2)\frac{d^2}{dx^2}.
\]
The covariant transform with the mother wavelet \( p(x) \) is the Poisson integral, its values are null solutions to the operator \( (L^A)^2 - L^A + (L^N)^2 = \alpha^2(\partial_b^2 + \partial_a^2) \)—the Laplace operator.

Example II.5.9. Using the setup of the previous Examples, we observe that the Gaussian \( e^{-x^2/2} \) is the null solution of the operator \( d\rho^A + (d\rho^N)^2 = I + x\frac{d}{dx} + \frac{d^2}{dx^2} \).
Therefore, the covariant transform with the Gaussian as a mother wavelet consists of the null solutions to the operator \( \L^A + (\L^N)^2 = \alpha(\partial_a + \alpha^2\partial_b) \), that is a parabolic equation related to the heat equation (I.11.12). The second null-solution to the operator \( d\rho^A + (d\rho^N)^2 \) is \( \text{erf}(ix)e^{-x^2/2} \), where the error function \( \text{erf} \) satisfies to the identity \( \text{erf}'(x) = e^{-x^2/2} \). For the normalised mother wavelet, the corresponding wavelet transform is:
\[
[W\phi](a, b) = \frac{1}{\sqrt{2\pi}} \int \phi(ax + b) e^{-x^2/2} dx
\]
(II.5.3)
\[
= \frac{1}{\sqrt{2\pi}a} \int \phi(y) \exp\left(-\frac{(y - b)^2}{2a^2}\right) dy.
\]
It consists of null-solutions \([W\phi](a, b)\) to the operator \( \partial_a + \alpha\partial_b^2 \) as mentioned above. To obtain solutions \( f(x, t) \) of the heat equation \( \partial_t - k\partial_x^2 \) (I.11.12) we can use the change of variables: \( f(x, t) = [W\phi](2\sqrt{kt}, x) \). Then the wavelet transform (II.5.3) mutates to the integral formula (I.11.13).

Example II.5.10. The fiducial functional \( F_m \) (II.6.25) is a null solution of the following functional equation:
\[
F_m - F_m \circ \rho_{\infty}(\frac{1}{2}, \frac{1}{2}) - F_m \circ \rho_{\infty}(\frac{1}{2}, -\frac{1}{2}) = 0.
\]
Consequently, the image of wavelet transform $W_m^p$ (II.6.26) consists of functions which solve the equation:

$$(I - R(\frac{1}{2}, \frac{1}{2}) - R(\frac{1}{2}, -\frac{1}{2}))f = 0 \quad \text{or} \quad f(a, b) = f(\frac{1}{2}a, b + \frac{1}{2}a) + f(\frac{1}{2}a, b - \frac{1}{2}a).$$

The last relation is the key to the dyadic cubes technique, see for example [86, Ch. VII, Thm. 1.1] or the picture on the front cover of this book.

The moral of the above Examples II.6.35–II.6.37 is: there is a significant freedom in choice of the covariant transforms. However, some fiducial functionals has special properties, which suggest the suitable technique (e.g., analytic, harmonic, dyadic, etc.) following from this selection.

There is a statement which extends Corollary II.6.34 from differential operators to integro-differential ones. We will formulate it for the wavelets setting.

**Corollary II.5.11.** Let $G$ be a group and $\rho$ be a unitary representation of $G$, which can be extended to a vector space $V$ of functions or distributions on $G$. Let a mother wavelet $w \in V'$ satisfy the equation

$$\int_G a(g) \rho(g)w \, dg = 0,$$

for a fixed distribution $a(g)$ and a (not necessarily invariant) measure $dg$. Then any wavelet transform $F(g) = Wf(g) = \langle f, \rho(g)w \rangle$ obeys the condition:

$$DF = 0, \quad \text{where} \quad D = \int_G \bar{a}(g) R(g) \, dg,$$

with $R$ being the right regular representation of $G$.

Clearly, the Corollary II.6.34 is a particular case of the Corollary IV.5.3 with a distribution $a$, which is a combination of derivatives of Dirac’s delta functions. The last Corollary will be illustrated at the end of Section III.1.2.

**Remark II.5.12.** We note that Corollaries II.6.34 and IV.5.3 are true whenever we have an intertwining property between $\rho$ with the right regular representation of $G$.

### II.5.2. Induced Wavelet Transform and Cauchy Integral

We again use the general scheme from Subsection II.3.2. The $ax + b$ group is isomorphic to a subgroups of $SL_2(\mathbb{R})$ consisting of the lower-triangular matrices:

$$F = \left\{ \begin{pmatrix} 1 & \frac{a}{\sqrt{a}} \\ 0 & 1 \end{pmatrix}, \ a > 0 \right\}.$$

The corresponding homogeneous space $X = SL_2(\mathbb{R})/F$ is one-dimensional and can be parametrised by a real number. The natural projection $p : SL_2(\mathbb{R}) \to \mathbb{R}$ and its left inverse $s : \mathbb{R} \to SL_2(\mathbb{R})$ can be defined as follows:

$$(\text{II.5.4}) \quad p : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} b \\ d \end{pmatrix}, \quad s : u \mapsto \begin{pmatrix} 1 & u \\ 0 & 1 \end{pmatrix}.$$

Thus we calculate the corresponding map $r : SL_2(\mathbb{R}) \to F$, see Subsection ??:

$$(\text{II.5.5}) \quad r : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} d^{-1} & 0 \\ c & d \end{pmatrix}.$$
Therefore the action of $SL_2(\mathbb{R})$ on the real line is exactly the Möbius map (I.1.1):
\[
g : u \mapsto p(g^{-1} * s(u)) = \frac{au + b}{cu + d}, \quad \text{where } g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
\]
We also calculate that
\[
r(g^{-1} * s(u)) = \begin{pmatrix} (cu + d)^{-1} \\ c \\ cu + d \end{pmatrix}.
\]

To build an induced representation we need a character of the affine group. A generic character of $F$ is a power of its diagonal element:
\[
\rho_\kappa \begin{pmatrix} a & 0 \\ c & a^{-1} \end{pmatrix} = a^\kappa.
\]
Thus the corresponding realisation of induced representation (II.3.6) is:
\[
(\text{II.5.6}) \quad \rho_\kappa (g) : f(u) \mapsto \frac{1}{(cu + d)^\kappa} f \left( \frac{au + b}{cu + d} \right) \quad \text{where } g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
\]
The only freedom remaining by the scheme is in a choice of a value of number $\kappa$ and the corresponding functional space where our representation acts. At this point we have a wider choice of $\kappa$ than it is usually assumed: it can belong to different hypercomplex systems.

One of the important properties which would be nice to have is the unitarity of the representation (II.5.6) with respect to the standard inner product:
\[
\langle f_1, f_2 \rangle = \int_{\mathbb{R}^2} f_1(u) \overline{f_2(u)} \, du.
\]
A change of variables $x = \frac{au + b}{cu + d}$ in the integral suggests the following property is necessary and sufficient for that:
\[
(\text{II.5.7}) \quad \kappa + \bar{\kappa} = 2.
\]

A mother wavelet for an induced wavelet transform shall be an eigenvector for the action of a subgroup $\tilde{H}$ of $SL_2(\mathbb{R})$, see (II.5.1). Let us consider the most common case of $\tilde{H} = K$ and take the infinitesimal condition with the derived representation:
\[
\rho_n^Z w_0 = \lambda w_0, \quad \text{since } Z \ (\text{II.3.13}) \text{ is the generator of the subgroup } K. \text{ In other word the restriction of } w_0 \text{ to a } K\text{-orbit should be given by } e^{\lambda t} \text{ in the exponential coordinate } t \text{ along the } K\text{-orbit. However we usually need its expression in other “more natural” coordinates. For example [158], an eigenvector of the derived representation of } \rho_n^Z \text{ should satisfy the differential equation in the ordinary parameter } x \in \mathbb{R}:
\]
\[
(\text{II.5.8}) \quad -\kappa xf(x) - f'(x)(1 + x^2) = \lambda f(x).
\]
The equation does not have singular points, the general solution is globally defined (up to a constant factor) by:
\[
(\text{II.5.9}) \quad w_{\lambda, \kappa}(x) = \frac{1}{(1 + x^2)^{\kappa/2}} \left( \frac{x - i}{x + i} \right)^{i\lambda/2} = \frac{(x - i)^{(i\lambda - \kappa)/2}}{(x + i)^{(i\lambda + \kappa)/2}}.
\]
To avoid multivalent functions we need $2\pi$-periodicity along the exponential coordinate on $K$. This implies that the parameter $m = -i\lambda$ is an integer. Therefore the solution becomes:

\[(II.5.10)\]
$$w_{m,\kappa}(x) = \frac{(x + i)^{(m - \kappa)/2}}{(x - i)^{(m + \kappa)/2}}.$$  

The corresponding wavelets resemble the Cauchy kernel normalised to the invariant metric in the Lobachevsky half-plane:

$$w_{m,\kappa}(u, v; x) = \rho^F_\kappa(s(u, v))w_{m,\kappa}(x) = v^{\kappa/2} \frac{(x - u + iv)^{(m - \kappa)/2}}{(x - u - iv)^{(m + \kappa)/2}}.$$  

Therefore the wavelet transform (II.6.18) from function on the real line to functions on the upper half-plane is:

\[(II.5.11)\]
$$\hat{f}(u, v) = \left\langle f, \rho^F_\kappa(u, v)w_{m,\kappa}\right\rangle = v^{\kappa/2} \int_{\mathbb{R}} f(x) \frac{(x - (u + iv))^{(m - \kappa)/2}}{(x - (u - iv))^{(m + \kappa)/2}} \, dx.$$  

Introduction of a complex variable $z = u + iv$ allows to write it as:

\[(II.5.11)\]
$$\hat{f}(z) = (Jz)^{\kappa/2} \int_{\mathbb{R}} f(x) \frac{(x - z)^{(m - \kappa)/2}}{(x - \bar{z})^{(m + \kappa)/2}} \, dx.$$  

According to the general theory this wavelet transform intertwines representations $\rho^F_\kappa$ (II.5.6) on the real line (induced by the character $\alpha^\kappa$ of the subgroup $F$) and $\rho^K_m$ (II.3.8) on the upper half-plane (induced by the character $e^{i\lambda t}$ of the subgroup $K$).

**II.5.3. The Cauchy-Riemann (Dirac) and Laplace Operators**

Ladder operators $L^\pm = \pm iA + B$ act by raising/lowering indexes of the $K$-eigenfunctions $w_{m,\kappa}$ (II.5.9), see Subsection II.3.3. More explicitly [158]:

\[(II.5.12)\]
$$d\rho^L_\kappa : w_{m,\kappa} \mapsto -\frac{1}{2}(m \pm \kappa)w_{m,\kappa}.$$  

There are two possibilities here: $m \pm \kappa$ is zero for some $m$ or not. In the first case the chain (II.5.12) of eigenfunction $w_{m,\kappa}$ terminates on one side under the transitive action (II.3.16) of the ladder operators; otherwise the chain is infinite in both directions. That is, the values $m = \mp \kappa$ and only those correspond to the maximal (minimal) weight function $w_{\mp,\kappa}(x) = \frac{1}{(x \pm i)^\kappa} \in L^2(\mathbb{R})$, which are annihilated by $L^\pm$:

\[(II.5.13)\]
$$d\rho^L_\kappa w_{\mp,\kappa} = (\pm id\rho^A_\kappa + d\rho^B_\kappa) w_{\mp,\kappa} = 0.$$  

By the Cor. II.6.34 for the mother wavelets $w_{\mp,\kappa}$ which are annihilated by (II.5.13), the images of the respective wavelet transforms are null solutions to the left-invariant differential operator $D^\pm = \mathcal{L}^L$$^\pm$:

\[(II.5.14)\]
$$D^\pm = \mp i\mathcal{L}^A + \mathcal{L}^B = -\frac{i\kappa}{2} + v(\partial_u \pm i\partial_v).$$  

This is a conformal version of the Cauchy–Riemann equation. The second order conformal Laplace-type operators $\Delta^+_\pm = \mathcal{L}^L\pm \mathcal{L}^L$ and $\Delta^- = \mathcal{L}^L\cdot \mathcal{L}^L$ are:

\[(II.5.15)\]
$$\Delta^\pm = (v\partial_u - \frac{i\kappa}{2})^2 + v^2 \partial_v^2 \pm \frac{\kappa}{2}.$$
II.5.3. THE CAUCHY-RIEMANN (DIRAC) AND LAPLACE OPERATORS

For the mother wavelets $w_{m,\kappa}$ in (II.5.13) such that $m = \mp \kappa$ the unitarity condition $\kappa + \bar{\kappa} = 2$, see (II.5.7), together with $m \in \mathbb{Z}$ implies $\kappa = \mp m = 1$. In such a case the wavelet transforms (II.5.11) are:

$$\hat{f}^+(z) = (Jz)^{1/2} \int_{\mathbb{R}} \frac{f(x) \, dx}{x - z} \quad \text{and} \quad \hat{f}^-(z) = (\bar{J}z)^{1/2} \int_{\mathbb{R}} \frac{f(x) \, dx}{x - \bar{z}},$$

for $w_{-1,1}$ and $w_{1,1}$ respectively. The first one is the Cauchy integral formula up to the factor $2\pi i \sqrt{Jz}$. Clearly, one integral is the complex conjugation of another. Moreover, the minimal/maximal weight cases can be intertwined by the following automorphism of the Lie algebra $\mathfrak{sl}_2$:

$$A \rightarrow B, \quad B \rightarrow A, \quad Z \rightarrow -Z.$$

As explained before $\hat{f}^\pm(w)$ are null solutions to the operators $D^\pm$ (II.5.14) and $\Delta^\pm$ (II.5.15). These transformations intertwine unitary equivalent representations on the real line and on the upper half-plane, thus they can be made unitary for proper spaces. This is the source of two faces of the Hardy spaces: they can be defined either as square-integrable on the real line with an analytic extension to the half-plane, or analytic on the half-plane with square-integrability on an infinitesimal displacement of the real line.

For the third possibility, $m \pm \kappa \neq 0$, there is no an operator spanned by the derived representation of the Lie algebra $\mathfrak{sl}_2$ which kills the mother wavelet $w_{m,\kappa}$. However the remarkable Casimir operator $C = Z^2 - 2(L^-L^+ + L^+L^-)$, which spans the centre of the universal enveloping algebra of $\mathfrak{sl}_2$ [192, §X.1; 257, §8.1], produces a second order operator which does the job. Indeed from the identities (II.5.12) we get:

$$d\rho_k^C w_{m,\kappa} = (2\kappa - \kappa^2) w_{m,\kappa}.$$ 

Thus we get $d\rho_k^C w_{m,\kappa} = 0$ for $\kappa = 2$ or $0$. The mother wavelet $w_{0,2}$ turns to be the Poisson kernel [92, Ex. 1.2.17]. The associated wavelet transform

$$\hat{f}(z) = Jz \int_{\mathbb{R}} \frac{f(x) \, dx}{|x - z|^2}$$

consists of null solutions of the left-invariant second-order Laplacian, image of the Casimir operator, cf. (II.5.15):

$$\Delta(= \mathcal{L}^C) = \nu^2 \partial_u^2 + \nu^2 \partial_v^2.$$ 

Another integral formula producing solutions to this equation delivered by the mother wavelet $w_{m,0}$ with the value $\kappa = 0$ in (II.5.17):

$$\hat{f}(z) = \int_{\mathbb{R}} f(x) \left( \frac{x - z}{x - \bar{z}} \right)^{m/2} \, dx.$$ 

Furthermore, we can introduce higher order differential operators. The functions $w_{\mp 2m+1,1}$ are annihilated by $n$-th power of operator $d\rho_k^{L^\pm}$ with $1 \leq m \leq n$. By the Cor. II.6.34 the image of wavelet transform (II.5.11) from a mother wavelet $\sum_{m=1}^n a_m w_{\mp 2m,1}$ will consist of null-solutions of the $n$-th power $D_n^\pm$ of the conformal Cauchy–Riemann operator (II.5.14). They are a conformal flavour of polyanalytic functions [11].
We can similarly look for mother wavelets which are eigenvectors for other types of one dimensional subgroups. Our consideration of subgroup $K$ is simplified by several facts:

- The parameter $\kappa$ takes only complex values.
- The derived representation does not have singular points on the real line.

For both subgroups $A'$ and $N'$ this will not be true. The further consideration will be given in [158].

### II.5.4. The Taylor Expansion

Consider an induced wavelet transform generated by a Lie group $G$, its representation $\rho$ and a mother wavelet $w$ which is an eigenvector of a one-dimensional subgroup $\tilde{H} \subset G$. Then by Prop. II.6.33 the wavelet transform intertwines $\rho$ with a representation $\rho^{\tilde{H}}$ induced by a character of $\tilde{H}$.

If the mother wavelet is itself in the domain of the induced wavelet transform then the chain (II.3.16) of $H$-eigenvectors $w_m$ will be mapped to the similar chain of their images $\hat{w}_m$. The corresponding derived induced representation $d\rho^{\tilde{H}}$ produces ladder operators with the transitive action of the ladder operators on the chain of $\hat{w}_m$. Then the vector space of "formal power series":

$$
\hat{f}(z) = \sum_{m \in \mathbb{Z}} a_m \hat{w}_m(z)
$$

is a module for the Lie algebra of the group $G$.

Coming back to the case of the group $G = SL_2(\mathbb{R})$ and subgroup $\tilde{H} = K$. Images $\hat{w}_{m,1}$ of the eigenfunctions (II.5.10) under the Cauchy integral transform (II.5.16) are:

$$
\hat{w}_{m,1}(z) = (\mathbb{J}z)^{1/2} \frac{(z+i)^{m-1/2}}{(z-i)^{m+1/2}}.
$$

They are eigenfunctions of the derived representation on the upper half-plane and the action of ladder operators is given by the same expressions (II.5.12). In particular, the $sl_2\mathbb{C}$-module generated by $\hat{w}_{1,1}$ will be one-sided since this vector is annihilated by the lowering operator. Since the Cauchy integral produces an unitary intertwining operator between two representations we get the following variant of Taylor series:

$$
\hat{f}(z) = \sum_{m=0}^{\infty} c_m \hat{w}_{m,1}(z), \quad \text{where} \quad c_m = \langle f, w_{m,1} \rangle.
$$

For two other types of subgroups, representations and mother wavelets this scheme shall be suitably adapted and detailed study will be presented elsewhere [158].

### II.5.5. Wavelet Transform in the Unit Disk and Other Domains

We can similarly construct an analytic function theories in unit disks, including parabolic and hyperbolic ones [154]. This can be done simply by an application of the Cayley transform to the function theories in the upper half-plane. Alternatively we can apply the full procedure for properly chosen groups and subgroups. We will briefly outline such a possibility here, see also [134].
Elements of $\text{SL}_2(\mathbb{R})$ can be also represented by $2 \times 2$-matrices with complex entries such that, cf. Example II.4.24:

$$g = \begin{pmatrix} \alpha & \overline{\beta} \\ \beta & \overline{\alpha} \end{pmatrix}, \quad g^{-1} = \begin{pmatrix} \overline{\alpha} & -\overline{\beta} \\ -\beta & \alpha \end{pmatrix}, \quad |\alpha|^2 - |\beta|^2 = 1.$$

This realisations of $\text{SL}_2(\mathbb{R})$ (or rather $\text{SU}(2, \mathbb{C})$) is more suitable for function theory in the unit disk. It is obtained from the form, which we used before for the upper half-plane, by means of the Cayley transform [154, § 8.1].

We may identify the unit disk $D$ with the homogeneous space $\text{SL}_2(\mathbb{R})/\mathbb{T}$ for the unit circle $\mathbb{T}$ through the important decomposition $\text{SL}_2(\mathbb{R}) \sim D \times \mathbb{T}$ with $K = \mathbb{T}$—the compact subgroup of $\text{SL}_2(\mathbb{R})$:

$$\begin{pmatrix} \alpha & \overline{\beta} \\ \beta & \overline{\alpha} \end{pmatrix} = |\alpha| \begin{pmatrix} 1 & \overline{\beta}\overline{\alpha}^{-1} \\ \overline{\beta}\overline{\alpha}^{-1} & 1 \end{pmatrix} \begin{pmatrix} \frac{\overline{\alpha}}{|\alpha|} & 0 \\ 0 & \frac{\alpha}{|\alpha|} \end{pmatrix} \frac{1}{\sqrt{1 - |u|^2}} \begin{pmatrix} 1 & u \\ u & 1 \end{pmatrix} \begin{pmatrix} e^{ix} & 0 \\ 0 & e^{-ix} \end{pmatrix},$$

where

$$x = \arg \alpha, \quad u = \overline{\beta}\overline{\alpha}^{-1}, \quad |u| < 1.$$  

Each element $g \in \text{SL}_2(\mathbb{R})$ acts by the linear-fractional transformation (the Möbius map) on $D$ and $\mathbb{T}$ $H_2(\mathbb{T})$ as follows:

$$g : z \mapsto \frac{\alpha z + \beta}{\overline{\beta}z + \overline{\alpha}}, \quad \text{where} \quad g = \begin{pmatrix} \alpha & \beta \\ \beta & \overline{\alpha} \end{pmatrix}.$$

In the decomposition (II.5.21) the first matrix on the right hand side acts by transformation (II.5.22) as an orthogonal rotation of $\mathbb{T}$ or $D$; and the second one—by transitive family of maps of the unit disk onto itself.

The representation induced by a complex-valued character $\chi_k(z) = z^{-k}$ of $\mathbb{T}$ according to the Section II.3.2 is:

$$\rho_k(g) : f(z) \mapsto \frac{1}{(\alpha - \overline{\beta}z)^k} f\left(\frac{\alpha z - \overline{\beta}}{\alpha - \overline{\beta}z}\right) \quad \text{where} \quad g = \begin{pmatrix} \alpha & \beta \\ \beta & \overline{\alpha} \end{pmatrix}.$$

The representation $\rho_1$ is unitary on square-integrable functions and irreducible on the Hardy space on the unit circle.

We choose [137, 139] $K$-invariant function $v_0(z) \equiv 1$ to be a vacuum vector. Thus the associated coherent states

$$\nu(g, z) = \rho_1(g)v_0(z) = (u - z)^{-1}$$

are completely determined by the point on the unit disk $u = \overline{\beta}\overline{\alpha}^{-1}$. The family of coherent states considered as a function of both $u$ and $z$ is obviously the Cauchy kernel [134]. The wavelet transform [134, 137] $W : L_2(\mathbb{T}) \to H_2(D) : f(z) \mapsto Wf(g) = \langle f, \nu_g \rangle$ is the Cauchy integral:

$$Wf(u) = \frac{1}{2\pi i} \int_{\mathbb{T}} f(z) \frac{1}{u - z} \, dz.$$
This approach can be extended to arbitrary connected simply-connected domain. Indeed, it is known that Möbius maps is the whole group of biholomorphic automorphisms of the unit disk or upper half-plane. Thus we can state the following corollary from the Riemann mapping theorem:

**Corollary II.5.13.** The group of biholomorphic automorphisms of a connected simply connected domain with at least two points on its boundary is isomorphic to $SL_2(\mathbb{R})$.

If a domain is non-simply connected, then the group of its biholomorphic mapping can be trivial [17, 207]. However we may look for a rich group acting on function spaces rather than on geometric sets. Let a connected non-simply connected domain $D$ be bounded by a finite collection of non-intersecting contours $\Gamma_i, i = 1, \ldots, n$. For each $\Gamma_i$ consider the isomorphic image $G_i$ of the $SL_2(\mathbb{R})$ group which is defined by the Corollary II.5.13. Then define the group $G = G_1 \times G_2 \times \ldots \times G_n$ and its action on $L_2(\partial D) = L_2(\Gamma_1) \oplus L_2(\Gamma_2) \oplus \ldots \oplus L_2(\Gamma_n)$ through the Möbius action of $G_i$ on $L_2(\Gamma_i)$.

**Example II.5.14.** Consider an annulus defined by $r < |z| < R$. It is bounded by two circles: $\Gamma_1 = \{z : |z| = r\}$ and $\Gamma_2 = \{z : |z| = R\}$. For $\Gamma_1$ the Möbius action of $SL_2(\mathbb{R})$ is

$$
\begin{pmatrix}
\alpha & \bar{\beta} \\
\beta & \bar{\alpha}
\end{pmatrix} : z \mapsto \frac{\alpha z + \frac{\beta}{r}}{\frac{\bar{\beta} z}{r} + \bar{\alpha}}, \quad \text{where} \quad |\alpha|^2 - |\beta|^2 = 1,
$$

with the respective action on $\Gamma_2$. Those action can be linearised in the spaces $L_2(\Gamma_1)$ and $L_2(\Gamma_2)$. If we consider a subrepresentation reduced to analytic function on the annulus, then one copy of $SL_2(\mathbb{R})$ will act on the part of functions analytic outside of $\Gamma_1$ and another copy—on the part of functions analytic inside of $\Gamma_2$.

Thus all classical objects of complex analysis (the Cauchy-Riemann equation, the Taylor series, the Bergman space, etc.) for a rather generic domain $D$ can be also obtained from suitable representations similarly to the case of the upper half-plane [134, 139].
LECTURE II.6

Affine Group: the Real and Complex Techniques in Harmonic Analysis

In this chapter we reviews complex and real techniques in harmonic analysis. We demonstrated that both, real and complex, techniques in harmonic analysis have the same group-theoretical origin: the covariant transform generated by the affine group. Moreover, they are complemented by the wavelet construction. Therefore, there is no any confrontation between these approaches and they can be lined up as in Table II.6.1. In other words, the binary opposition of the real and complex methods resolves via Kant’s triad thesis-antithesis-synthesis: complex-real-covariant.

II.6.1. Introduction

There are two main approaches in harmonic analysis on the real line. The real variables technique uses various maximal functions, dyadic cubes and, occasionally, the Poisson integral [252]. The complex variable technique is based on the Cauchy integral and fine properties of analytic functions [212,213].

Both methods seem to have clear advantages. The real variable technique:

i. does not require an introduction of the imaginary unit for a study of real-valued harmonic functions of a real variable (Occam’s Razor: among competing hypotheses, the one with the fewest assumptions should be selected);
ii. allows a straightforward generalization to several real variables.

By contrast, access to the beauty and power of analytic functions (e.g., Möbius transformations, factorisation of zeroes, etc. [183]) is the main reason to use the complex variable technique. A posteriori, a multidimensional analytic version was also discovered [203], it is based on the monogenic Clifford-valued functions [33].

Therefore, propensity for either techniques becomes a personal choice of a researcher. Some of them prefer the real variable method, explicitly cleaning out any reference to analytic or harmonic functions [252, Ch. III, p. 88]. Others, e.g. [51,185], happily combine the both techniques. However, the reasons for switching between two methods at particular places may look mysterious.

The purpose of the present paper is to revise the origins of the real and complex variable techniques. Thereafter, we describe the common group-theoretical root of both. Such a unification deepens our understanding of both methods and illuminates their interaction.

Remark II.6.1. In this paper, we consider only examples which are supported by the affine group \( \text{Aff} \) of the real line. In the essence, \( \text{Aff} \) is the semidirect product of
the group of dilations acting on the group of translations. Thus, our consideration can be generalized to the semidirect product of dilations and homogeneous (nilpotent) Lie groups, cf. [81, 164]. Other important extensions are the group SL₂(ℝ) and associated hypercomplex algebras, see Rems. II.6.6, II.6.17 and [154, 160, 161]. However, we do not aim here to a high level of generality, it can be developed in subsequent works once the fundamental issues are sufficiently clarified.

II.6.2. Two approaches to harmonic analysis

As a starting point of our discussion, we provide a schematic outline of complex and real variables techniques in the one-dimensional harmonic analysis. The application of complex analysis may be summarised in the following sequence of principal steps:

**Integral transforms.** For a function \( f \in L^p(ℝ) \), we apply the Cauchy or Poisson integral transforms:

\[
\mathcal{C}f(x + iy) = \frac{1}{2\pi i} \int_{ℝ} \frac{f(t)}{t - (x + iy)} \, dt,
\]

\[
\mathcal{P}f(x, y) = \frac{1}{\pi} \int_{ℝ} \frac{y}{(t - x)^2 + y^2} f(t) \, dt.
\]

An equivalent transformation on the unit circle replaces the Fourier series \( \sum_k c_k e^{ikt} \) by the Taylor series \( \sum_{k=0}^{\infty} c_k z^k \) in the complex variable \( z = re^{it}, 0 \leq r < 1 \). It is used for the Abel summation of trigonometric series [277, § III.6]. Some other summations methods are in use as well [197].

**Domains.** Above integrals (II.6.1)–(II.6.2) map the domain of functions from the real line to the upper half-plane, which can be conveniently identified with the set of complex numbers having a positive imaginary part. The larger domain allows us to inspect functions in greater details.

**Differential operators.** The image of integrals (II.6.1) and (II.6.2) consists of functions belonging to the kernel of the Cauchy–Riemann operator \( \partial_{\overline{z}} \) and Laplace operator \( \Delta \) respectively, i.e.:

\[
\partial_z = \frac{\partial}{\partial x} + i \frac{\partial}{\partial y}, \quad \Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}.
\]

Such functions have numerous nice properties in the upper half-plane, e.g. they are infinitely differentiable, which make their study interesting and fruitful.

**Boundary values and SIO.** To describe properties of the initial function \( f \) on the real line we consider the boundary values of \( \mathcal{C}f(x + iy) \) or \( \mathcal{P}f(x, y) \), i.e. their limits as \( y \to 0 \) in some sense. The Sokhotsky–Plemelj formula provides the boundary value of the Cauchy integral [207, (2.6.6)]:

\[
\mathcal{C}f(x, 0) = \frac{1}{2} f(x) + \frac{1}{2\pi i} \int_{ℝ} \frac{f(t)}{t - x} \, dt.
\]
The last term is a singular integral operator defined through the principal value in the Cauchy sense:

\[
\frac{1}{2\pi i} \int_{\mathbb{R}} \frac{f(t)}{t-x} \, dt = \lim_{\varepsilon \to 0} \frac{1}{2\pi i} \int_{-\infty}^{x} + \int_{x+\varepsilon}^{\infty} \frac{f(t)}{t-x} \, dt.
\]

For the Abel summation the boundary values are replaced by the limit as \( r \to 1^- \) in the series \( \sum_{k=0}^{\infty} c_k (re^{it})^k \).

**Hardy space:** Sokhotsky–Plemelj formula (II.6.4) shows, that the boundary value \([Cf](x,0)\) may be different from \(f(x)\). The vector space of functions \(f(x)\) such that \([Cf](x,0) = f(x)\) is called the Hardy space on the real line [212, A.6.3].

Summing up this scheme: we replace a function (distribution) on the real line by a nicer (analytic or harmonic) function on a larger domain—the upper half-plane. Then, we trace down properties of the extensions to its boundary values and, eventually, to the initial function.

The real variable approach does not have a clearly designated path in the above sense. Rather, it looks like a collection of interrelated tools, which are efficient for various purposes. To highlight similarity and differences between real and complex analysis, we line up the elements of the real variable technique in the following way:

**Hardy–Littlewood maximal function:** is, probably, the most important component \([38; 86, \S \text{I.4}; 183, \S \text{VIII.B.1}; 252, \text{Ch. 2}]\) of this technique. The maximal function \(f^M\) is defined on the real line by the identity:

\[
f^M(t) = \sup_{a>0} \left\{ \frac{1}{2a} \int_{t-a}^{t+a} |f(x)| \, dx \right\}.
\]

**Domain:** is not apparently changed, the maximal function \(f^M\) is again defined on the real line. However, an efficient treatment of the maximal functions requires consideration of tents \([252, \S \text{II.2}]\), which are parametrised by their vertices, i.e. points \((a, b)\), \(a > 0\), of the upper half-plane. In other words, we repeatedly need values of all integrals \(\frac{1}{2a} \int_{t-a}^{t+a} |f(x)| \, dx\), rather than the single value of the supremum over \(a\).

**Littlewood–Paley theory:** \([51, \S \text{3}]\) and associated dyadic squares technique \([86, \text{Ch. VII, Thm. 1.1}; 252, \S \text{IV.3}]\) as well as stopping time argument \([86, \text{Ch. VI, Lem. 2.2}]\) are based on bisection of a function’s domain into two equal parts.

**SIO:** is a natural class of bounded linear operators in \(L^p(\mathbb{R})\). Moreover, maximal operator \(M : f \to f^M\) (II.6.6) and singular integrals are intimately related [252, Ch. I].

**Hardy space:** can be defined in several equivalent ways from previous notions. For example, it is the class of such functions that their image under maximal operator (II.6.6) or singular integral (II.6.5) belongs to \(L^p(\mathbb{R})\) [252, Ch. III].

The following discussion will line up real variable objects along the same axis as complex variables. We will summarize this in Table II.6.1.
II.6.3. Affine group and its representations

It is hard to present harmonic analysis and wavelets without touching the affine group one way or another, e.g. through the doubling condition on the measure, cf. [274]. Unfortunately, many sources only mention the group and do not use it explicitly. On the other hand, it is equally difficult to speak about the affine group without a reference to results in harmonic analysis: two theories are intimately intertwined. In this section we collect fundamentals of the affine group and its representations, which are not yet a standard background of an analyst.

Let $G = \text{Aff}$ be the affine group, which is represented (as a topological set) by the upper half-plane $\{(a, b) \mid a \in \mathbb{R}_+, b \in \mathbb{R}\}$. The group law is:

$$ (a, b) \cdot (a', b') = (aa', ab' + b) $$

As any other group, $\text{Aff}$ has the left regular representation by shifts on functions $\text{Aff} \to \mathbb{C}$:

$$ \Lambda(a, b): f(a', b') \mapsto f(a, b) = f\left(\frac{a'}{a}, \frac{b' - b}{a}\right) $$

A left invariant measure on $\text{Aff}$ is $dg = a^{-2} da db$, $g = (a, b)$. By the definition, the left regular representation (II.6.8) acts by unitary operators on $L^2(\text{Aff}, dg)$. The group is not unimodular and a right invariant measure is $a^{-1} da db$.

There are two important subgroups of the affine group:

$$ A = \{(a, 0) \in \text{Aff} \mid a \in \mathbb{R}_+\} \quad \text{and} \quad N = \{(1, b) \in \text{Aff} \mid b \in \mathbb{R}\} $$

An isometric representation of Aff on $L_p(\mathbb{R})$ is given by the formula:

$$ [\rho_p(a, b)f](x) = a^{-\frac{1}{p}} f\left(\frac{x - b}{a}\right) $$

Here, we identify the real line with the subgroup $N$ or, even more accurately, with the homogeneous space $\text{Aff}/N$ [71, § 2]. This representation is known as quasi-regular for its similarity with (II.6.8). The action of the subgroup $N$ in (II.6.10) reduces to shifts, the subgroup $A$ acts by dilations.

**Remark II.6.2.** The $ax + b$ group definitely escapes Occam’s Razor in harmonic analysis, cf. the arguments against the imaginary unit in the Introduction. Indeed, shifts are required to define convolutions on $\mathbb{R}^n$, and an approximation of the identity [252, § I.6.1] is a convolution with the dilated kernel. The same scaled convolutions define the fundamental maximal functions, see [252, § III.1.2] cf. Example II.6.43 below. Thus, we can avoid usage of the upper half-plane $\mathbb{C}_+$, but the same set will anyway re-invent itself in the form of the $ax + b$ group.

The representation (II.6.10) in $L_2(\mathbb{R})$ is reducible and the space can be split into irreducible subspaces. Following the philosophy presented in the Introduction to the paper [166, § 1] we give the following

**Definition II.6.3.** For a representation $\rho$ of a group $G$ in a space $V$, a generalized Hardy space $H$ is an $\rho$-irreducible (or $\rho$-primary, as discussed in Section II.6.7) subspace of $V$. 

Example II.6.4. Let $G = \text{Aff}$ and the representation $\rho_p$ be defined in $V = L_p(\mathbb{R})$ by (II.6.10). Then the classical Hardy spaces $H_p(\mathbb{R})$ are $\rho_p$-irreducible, thus are covered by the above definition.

Some ambiguity in picking the Hardy space out of all (well, two, as we will see below) irreducible components is resolved by the traditional preference.

Remark II.6.5. We have defined the Hardy space completely in terms of representation theory of $ax + b$ group. The traditional descriptions, via the Fourier transform or analytic extensions, will be corollaries in our approach, see Prop. II.6.7 and Example II.6.35.

Remark II.6.6. It is an interesting and important observation, that the Hardy space in $L_p(\mathbb{R})$ is invariant under the action of a larger group $\text{SL}_2(\mathbb{R})$, the group of $2 \times 2$ matrices with real entries and determinant equal to 1, the group operation coincides with the multiplication of matrices. The $ax + b$ group is isomorphic to the subgroup of the upper-triangular matrices in $\text{SL}_2(\mathbb{R})$. The group $\text{SL}_2(\mathbb{R})$ has an isometric representation in $L_p(\mathbb{R})$: (II.6.11) 

$$
\begin{pmatrix} a & b \\ c & d \end{pmatrix}: f(x) \mapsto \frac{1}{|a - cx|^\frac{2}{p}} f\left(\frac{dx - b}{a - cx}\right),
$$

which produces quasi-regular representation (II.6.10) by the restriction to upper-triangular matrices. The Hardy space $H_p(\mathbb{R})$ is invariant under the above action as well. Thus, $\text{SL}_2(\mathbb{R})$ produces a refined version in comparison with the harmonic analysis of the $ax + b$ group considered in this paper. Moreover, as representations of the $ax + b$ group are connected with complex numbers, the structure of $\text{SL}_2(\mathbb{R})$ links all three types of hypercomplex numbers [154; 160, § 3; 161, § 3.3.4], see also Rem. II.6.17.

To clarify a decomposition of $L_p(\mathbb{R})$ into irreducible subspaces of representation (II.6.10) we need another realization of this representation. It is called co-adjoint and is related to the orbit method of Kirillov [83, § 6.7.1; 126, § 4.1.4]. Again, this isometric representation can be defined on $L_p(\mathbb{R})$ by the formula:

(II.6.12) 

$$
[(a, b) f](\lambda) = a^\frac{1}{p} e^{-2\pi ib\lambda} f(a\lambda).
$$

Since $a > 0$, there is an obvious decomposition into invariant subspaces of:

(II.6.13) 

$$
L_p(\mathbb{R}) = L_p(-\infty, 0) \oplus L_p(0, \infty).
$$

It is possible to demonstrate, that these components are irreducible. This decomposition has a spatial nature, i.e., the subspaces have disjoint supports. Each half-line can be identified with the subgroup $\text{A}$ or with the homogeneous space $\text{Aff}/N$.

The restrictions and of the co-adjoint representation to invariant subspaces (II.6.13) for $p = 2$ are not unitary equivalent. Any irreducible unitary representation of $\text{Aff}$ is unitary equivalent either to or . Although there is no intertwining operator between and , the map:

(II.6.14) 

$$
J: L_p(\mathbb{R}) \rightarrow L_p(\mathbb{R}): f(\lambda) \mapsto f(-\lambda),
$$

...
has the property
\[(a, -b) \circ J = J \circ (a, b)\]
which corresponds to the outer automorphism \((a, b) \mapsto (a, -b)\) of \(\text{Aff}\).

As was already mentioned, for the Hilbert space \(L^2(\mathbb{R})\), representations (II.6.10) and (II.6.12) are unitary equivalent, i.e., there is a unitary intertwining operator between them. We may guess its nature as follows. The eigenfunctions of the operators \(\rho_2(1, b)\) are \(e^{2\pi i \omega x}\) and the eigenfunctions of \((1, b)\) are \(\delta(\lambda - \omega)\). Both sets form “continuous bases” of \(L^2(\mathbb{R})\) and the unitary operator which maps one to another is the Fourier transform:
\[(II.6.16) \quad \mathcal{F}: f(x) \mapsto \hat{f}(\lambda) = \int_{\mathbb{R}} e^{-2\pi i \lambda x} f(x) \, dx.\]

Although, the above arguments were informal, the intertwining property \(\mathcal{F}\rho_2(a, b) = (1, b)\mathcal{F}\) can be directly verified by the appropriate change of variables in the Fourier transform. Thus, cf. [212, Lem. A.6.2.2]:

**Proposition II.6.7.** The Fourier transform maps irreducible invariant subspaces \(H_2\) and \(H_2^\perp\) of (II.6.10) to irreducible invariant subspaces \(L^2(0, \infty) = \mathcal{F}(H_2)\) and \(L^2(-\infty, 0) = \mathcal{F}(H_2^\perp)\) of co-adjoint representation (II.6.12). In particular, \(L^2(\mathbb{R}) = H_2 \oplus H_2^\perp\).

Reflection \(J\) (II.6.14) anticommutes with the Fourier transform: \(J\mathcal{F} = -\mathcal{F}J\). Thus, \(J\) also interchange the irreducible components \(\rho_2^+\) and \(\rho_2^-\) of quasi-regular representation (II.6.10) according to (II.6.15).

Summing up, the unique rôle of the Fourier transform in harmonic analysis is based on the following facts from the representation theory. The Fourier transform
- intertwines shifts in quasi-regular representation (II.6.10) to operators of multiplication in co-adjoint representation (II.6.12);
- intertwines dilations in (II.6.10) to dilations in (II.6.12);
- maps the decomposition \(L^2(\mathbb{R}) = H_2 \oplus H_2^\perp\) into spatially separated spaces with disjoint supports;
- anticommutes with \(J\), which interchanges \(\rho_2^+\) and \(\rho_2^-\).

Armed with this knowledge we are ready to proceed to harmonic analysis.

### II.6.4. Covariant transform

We make an extension of the wavelet construction defined in terms of group representations. See [123] for a background in the representation theory, however, the only treated case in this paper is the \(ax + b\) group.

**Definition II.6.8.** [155, 160] Let \(\rho\) be a representation of a group \(G\) in a space \(V\) and \(F\) be an operator acting from \(V\) to a space \(U\). We define a covariant transform \(\mathcal{W}_F^\rho\) acting from \(V\) to the space \(L(G, U)\) of \(U\)-valued functions on \(G\) by the formula:
\[(II.6.17) \quad \mathcal{W}_F^\rho : v \mapsto \hat{v}(g) = F(\rho(g^{-1})v), \quad v \in V, \; g \in G.\]

The operator \(F\) will be called a fiducial operator in this context (cf. the fiducial vector in [172]).
We may drop the sup/subscripts from $W^\rho_F$ if the functional $F$ and/or the representation $\rho$ are clear from the context.

**Remark II.6.9.** We do not require that the fiducial operator $F$ be linear. Sometimes the positive homogeneity, i.e. $F(tv) = tF(v)$ for $t > 0$, alone can be already sufficient, see Example II.6.14.

**Remark II.6.10.** It looks like the usefulness of the covariant transform is in the reverse proportion to the dimension of the space $U$. The covariant transform encodes properties of $v$ in a function $W^\rho_F v$ on $G$, which is a scalar-valued function if $\dim U = 1$. However, such a simplicity is not always possible. Moreover, the paper [164] gives an important example of a covariant transform which provides a simplification even in the case $\dim U = \dim V$.

We start the list of examples with the classical case of the group-theoretical wavelet transform.

**Example II.6.11.** [3, 74, 137, 172, 226] Let $V$ be a Hilbert space with an inner product $\langle \cdot, \cdot \rangle$ and $\rho$ be a unitary representation of a group $G$ in the space $V$. Let $F : V \to \mathbb{C}$ be the functional $v \mapsto \langle v, v_0 \rangle$ defined by a vector $v_0 \in V$. The vector $v_0$ is often called the *mother wavelet* in areas related to signal processing, the *vacuum state* in the quantum framework, etc.

In this set-up, transformation (II.6.17) is the well-known expression for a wavelet transform [3, (7.48)] (or *representation coefficients*):

$$W : v \mapsto \tilde{v}(g) = \langle \rho(g^{-1})v, v_0 \rangle = \langle v, \rho(g)v_0 \rangle, \quad v \in V, \ g \in G.$$  

The family of the vectors $v_g = \rho(g)v_0$ is called *wavelets* or *coherent states*. The image of (II.6.18) consists of scalar valued functions on $G$.

This scheme is typically carried out for a square integrable representation $\rho$ with $v_0$ being an admissible vector [3, 46, 66, 74, 84, 226], i.e. satisfying the condition:

$$0 < \|\tilde{v}_0\|^2 = \int_G |\langle v_0, \rho(g)v_0 \rangle|^2 \, dg < \infty.$$  

In this case the wavelet (covariant) transform is a map into the square integrable functions [66] with respect to the left Haar measure on $G$. The map becomes an isometry if $v_0$ is properly scaled. Moreover, we are able to recover the input $v$ from its wavelet transform through the reconstruction formula, which requires an admissible vector as well, see Example II.6.20 below. The most popularized case of the above scheme is provided by the affine group.

**Example II.6.12.** For the $\alpha x + b$ group, representation (II.6.10) is square integrable for $p = 2$. Any function $v_0$, such that its Fourier transform $\hat{v}_0(\lambda)$ satisfies

$$\int_0^\infty \frac{|\hat{v}_0(\lambda)|^2}{\lambda} \, d\lambda < \infty,$$

is admissible in the sense of (II.6.19) [3, § 12.2]. The *continuous wavelet transform* is generated by representation (II.6.10) acting on an admissible vector $v_0$ in expression (II.6.18).
The image of a function from $L_2(\mathbb{R})$ is a function on the upper half-plane square integrable with respect to the measure $a^{-2} \, da \, db$. There are many examples [3, § 12.2] of useful admissible vectors, say, the Mexican hat wavelet: $(1 - x^2)e^{-x^2/2}$. For sufficiently regular $\hat{v}_0$ admissibility (II.6.20) of $v_0$ follows by a weaker condition

\[(II.6.21) \quad \int_{\mathbb{R}} v_0(x) \, dx = 0.\]

We dedicate Section II.6.8 to isometric properties of this transform.

However, square integrable representations and admissible vectors do not cover all interesting cases.

**Example II.6.13.** For the above $G = \text{Aff}$ and representation (II.6.10), we consider the operators $F_{\pm} : L_p(\mathbb{R}) \to \mathbb{C}$ defined by:

\[(II.6.22) \quad F_{\pm}(f) = \frac{1}{\pi i} \int_{\mathbb{R}} f(x) \, dx \cdot \frac{1}{i \mp x}.\]

In $L_2(\mathbb{R})$ we note that $F_{+}(f) = \langle f, c \rangle$, where $c(x) = \frac{1}{\pi i} \frac{1}{1 + x}$.

Computing the Fourier transform $\tilde{c}(\lambda) = \chi_{(0, +\infty)}(\lambda) e^{-\lambda}$, we see that $\tilde{c} \in H_2(\mathbb{R})$. Moreover, $\hat{c}$ does not satisfy admissibility condition (II.6.20) for representation (II.6.10).

Then, covariant transform (II.6.17) is Cauchy integral (II.6.1) from $L_p(\mathbb{R})$ to the space of functions $\tilde{f}(a, b)$ such that $a^{-\frac{1}{p}} \tilde{f}(a, b)$ is in the Hardy space on the upper/lower half-plane $H_p(\mathbb{R}^2_{\pm})$ [212, § A.6.3]. Due to inadmissibility of $c(x)$, the complex analysis become decoupled from the traditional wavelet theory.

Many important objects in harmonic analysis are generated by inadmissible mother wavelets like (II.6.22). For example, the functionals $P = \frac{1}{2}(F_+ + F_-)$ and $Q = \frac{1}{2i}(F_+ - F_-)$ are defined by kernels:

\[(II.6.23) \quad p(x) = \frac{1}{2\pi i} \left( \frac{1}{i - x} + \frac{1}{i + x} \right) = \frac{1}{\pi} \frac{1}{1 + x^2},\]

\[(II.6.24) \quad q(x) = -\frac{1}{2\pi} \left( \frac{1}{i - x} - \frac{1}{i + x} \right) = -\frac{1}{\pi} \frac{x}{1 + x^2}\]

which are Poisson kernel (II.6.2) and the conjugate Poisson kernel [86, § III.1; 92, § 4.1; 183, Ch. 5; 212, § A.5.3], respectively. Another interesting non-admissible vector is the Gaussian $e^{-x^2}$.

**Example II.6.14.** A step in a different direction is a consideration of non-linear operators. Take again the $ax + b$ group and its representation (II.6.10). We define $F$ to be a homogeneous (but non-linear) functional $V \to \mathbb{R}_+$:

\[(II.6.25) \quad F_m(f) = \frac{1}{2} \int_{-1}^{1} |f(x)| \, dx.\]
Covariant transform (II.6.17) becomes:

\[(\text{II.6.26}) \quad [W^m_p f](a, b) = F(\rho_p(\frac{1}{a}, -\frac{1}{b})f) = \frac{1}{2} \int_{-1}^{1} \left| a^{\frac{i}{p}} f(ax + b) \right| dx = \frac{1}{2} \int_{b-a}^{b+a} |f(x)| dx,\]

where \(\frac{1}{p} + \frac{1}{q} = 1\), as usual. We will see its connections with the Hardy–Littlewood maximal functions in Example II.6.43.

Since linearity has clear advantages, we may prefer to reformulate the last example using linear covariant transforms. The idea is similar to the representation of a convex function as an envelope of linear ones, cf. [86, Ch. I, Lem. 6.1]. To this end, we take a collection \(F\) of linear fiducial functionals and, for a given function \(f\), consider the set of all covariant transforms \(W^m_F f, F \in F\).

**Example II.6.15.** Let us return to the setup of the previous Example for \(G = \text{Aff}\) and its representation (II.6.10). Consider the unit ball \(B\) in \(L_\infty[-1, 1]\). Then, any \(\omega \in B\) defines a bounded linear functional \(F_\omega\) on \(L_1(\mathbb{R})\):

\[(\text{II.6.27}) \quad F_\omega(f) = \frac{1}{2} \int_{-1}^{1} f(x) \omega(x) dx = \frac{1}{2} \int_{\mathbb{R}} f(x) \omega(x) dx.\]

Of course, \(\sup_{\omega \in B} F_\omega(f) = F_m(f)\) with \(F_m\) from (II.6.25) and for all \(f \in L_1(\mathbb{R})\). Then, for the non-linear covariant transform (II.6.26) we have the following expression in terms of the linear covariant transforms generated by \(F_\omega\):

\[(\text{II.6.28}) \quad [W^m_1 f](a, b) = \sup_{\omega \in B} [W^m_1 f](a, b).\]

The presence of suprimum is the price to pay for such a “linearization”.

**Remark II.6.16.** The above construction is not much different to the grand maximal function [252, § III.1.2]. Although, it may look like a generalisation of covariant transform, grand maximal function can be realised as a particular case of Defn. II.6.8. Indeed, let \(M(V)\) be a subgroup of the group of all invertible isometries of a metric space \(V\). If \(\rho\) represents a group \(G\) by isometries of \(V\) then we can consider the group \(\tilde{G}\) generated by all finite products of \(M(V)\) and \(\rho(g), g \in G\) with the straightforward action \(\tilde{\rho}\) on \(V\). The grand maximal functions is produced by the covariant transform for the representation \(\tilde{\rho}\) of \(\tilde{G}\).

**Remark II.6.17.** It is instructive to compare action (II.6.11) of the large \(SL_2(\mathbb{R})\) group on the mother wavelet \(\frac{1}{x+i}\) for the Cauchy integral and the principal case \(\omega(x) = \chi_{[-1,1]}(x)\) (the characteristic function of \([-1, 1]\)) for functional (II.6.27). The wavelet \(\frac{1}{x+i}\) is an eigenvector for all matrices \(\left(\begin{array}{cc} \cos t & \sin t \\ -\sin t & \cos t \end{array}\right)\), which form the one-parameter compact subgroup \(K \subset SL_2(\mathbb{R})\). The respective covariant transform (i.e., the Cauchy integral) maps functions to the homogeneous space \(SL_2(\mathbb{R})/K\), which is the upper half-plane with the Möbius (linear-fractional) transformations of complex numbers [154; 160, § 3; 161, § 3.3.4]. By contrast, the mother wavelet \(\chi_{[-1,1]}\) is an eigenvector for all
matrices \[
\begin{pmatrix}
\cosh t & \sinh t \\
\sinh t & \cosh t
\end{pmatrix}
\], which form the one-parameter subgroup \( \Lambda \in \text{SL}_2(\mathbb{R}) \). The covariant transform (i.e., the averaging) maps functions to the homogeneous space \( \text{SL}_2(\mathbb{R})/\Lambda \), which can be identified with a set of double numbers with corresponding Möbius transformations [154; 160, § 3; 161, § 3.3.4]. Conformal geometry of double numbers is suitable for real variables technique, in particular, tents [252, § II.2] make a Möbius-invariant family.

II.6.5. The contravariant transform

Define the left action \( \Lambda \) of a group \( G \) on a space of functions over \( G \) by:

\[
\Lambda(g) : f(h) \mapsto f(g^{-1}h).
\]

For example, in the case of the affine group it is (II.6.8). An object invariant under the left action \( \Lambda \) is called left invariant. In particular, let \( L \) and \( L' \) be two left invariant spaces of functions on \( G \). We say that a pairing \( \langle \cdot, \cdot \rangle : L \times L' \to \mathbb{C} \) is left invariant if

\[
\langle \Lambda(g)f, \Lambda(g)f' \rangle = \langle f, f' \rangle, \quad \text{for all } f \in L, \ f' \in L', \ g \in G.
\]

**Remark II.6.18.**

i. We do not require the pairing to be linear in general, in some cases it is sufficient to have only homogeneity, see Example II.6.22.

ii. If the pairing is invariant on space \( L \times L' \) it is not necessarily invariant (or even defined) on large spaces of functions.

iii. In some cases, an invariant pairing on \( G \) can be obtained from an invariant functional \( l \) by the formula \( \langle f_1, f_2 \rangle = l(f_1f_2) \).

For a representation \( \rho \) of \( G \) in \( V \) and \( w_0 \in V \), we construct a function \( w(g) = \rho(g)w_0 \) on \( G \). We assume that the pairing can be extended in its second component to this \( V \)-valued functions. For example, such an extension can be defined in the weak sense.

**Definition II.6.19.** [155,160] Let \( \langle \cdot, \cdot \rangle \) be a left invariant pairing on \( L \times L' \) as above, let \( \rho \) be a representation of \( G \) in a space \( V \), we define the function \( w(g) = \rho(g)w_0 \) for \( w_0 \in V \) such that \( w(g) \in L' \) in a suitable sense. The contravariant transform \( M^\rho_{w_0} \) is a map \( L \to V \) defined by the pairing:

\[
M^\rho_{w_0} : f \mapsto \langle f, w \rangle, \quad \text{where } f \in L.
\]

We can drop out sup/subscripts in \( M^\rho_{w_0} \) as we did for \( W^\rho_F \).

**Example II.6.20** (Haar paring). The most used example of an invariant pairing on \( L_2(G, d\mu) \times L_2(G, d\mu) \) is the integration with respect to the Haar measure:

\[
\langle f_1, f_2 \rangle = \int_G f_1(g)f_2(g) \, dg.
\]

If \( \rho \) is a square integrable representation of \( G \) and \( w_0 \) is an admissible vector, see Example II.6.11, then this pairing can be extended to \( w(g) = \rho(g)w_0 \). The contravariant transform is known in this setup as the reconstruction formula, cf. [3, (8.19)]:

\[
M_{w_0}f = \int_G f(g)w(g) \, dg, \quad \text{where } w(g) = \rho(g)w_0.
\]
II.6.5. THE CONTRAVARIANT TRANSFORM

It is possible to use different admissible vectors \( \mathbf{v}_0 \) and \( \mathbf{w}_0 \) for wavelet transform (II.6.18) and reconstruction formula (II.6.33), respectively, cf. Example II.6.41.

Let either

- \( \rho \) be not a square integrable representation (even modulo a subgroup); or
- \( \mathbf{w}_0 \) be an inadmissible vector of a square integrable representation \( \rho \).

A suitable invariant pairing in this case is not associated with integration over the Haar measure on \( G \). In this case we speak about a *Hardy pairing*. The following example explains the name.

**Example II.6.21 (Hardy pairing).** Let \( G \) be the \( \mathbb{ax} + b \) group and its representation \( \rho \) (II.6.10) in Example II.6.12. An invariant pairing on \( G \), which is not generated by the Haar measure \( a^{-2} da \, db \), is:

\[
\langle f_1, f_2 \rangle_H = \lim_{a \to 0} \int_{-\infty}^{\infty} f_1(a, b) f_2(a, b) \frac{db}{a}.
\]

(II.6.34)

For this pairing, we can consider functions \( \frac{1}{\pi i} \frac{1}{x + i} \) or \( e^{-x^2} \), which are not admissible vectors in the sense of square integrable representations. For example, for \( \mathbf{v}_0 = \frac{1}{\pi i} \frac{1}{x + i} \) we obtain:

\[
[Mf](x) = \lim_{a \to 0} \int_{-\infty}^{\infty} f(a, b) \frac{a - \beta}{\pi i (x + ia - b)} \, db = - \lim_{a \to 0} \frac{a - \beta}{\pi i} \int_{-\infty}^{\infty} f(a, b) \, db.
\]

In other words, it expresses the boundary values at \( a = 0 \) of the Cauchy integral \([-\mathcal{C}f](x + ia)\).

Here is an important example of non-linear pairing.

**Example II.6.22.** Let \( G = \text{Aff} \) and an invariant homogeneous functional on \( G \) be given by the \( L_\infty \)-version of Haar functional (II.6.32):

\[
\langle f_1, f_2 \rangle_\infty = \sup_{g \in G} |f_1(g) f_2(g)|.
\]

(II.6.35)

Define the following two functions on \( \mathbb{R} \):

\[
\mathbf{v}^+_0(t) = \begin{cases} 1, & \text{if } t = 0; \\ 0, & \text{if } t \neq 0, \end{cases} \quad \text{and} \quad \mathbf{v}^*_0(t) = \begin{cases} 1, & \text{if } |t| \leq 1; \\ 0, & \text{if } |t| > 1. \end{cases}
\]

(II.6.36)

The respective contravariant transforms are generated by representation \( \rho_\infty \) (II.6.10) are:

\[
[M_{\mathbf{v}^+_0} f](t) = f^+(t) = \langle f(a, b), \rho_\infty(a, b) \mathbf{v}^+_0(t) \rangle_\infty = \sup_{a} |f(a, t)|,
\]

(II.6.37)

\[
[M_{\mathbf{v}^*_0} f](t) = f^*(t) = \langle f(a, b), \rho_\infty(a, b) \mathbf{v}^*_0(t) \rangle_\infty = \sup_{a > |b - t|} |f(a, b)|.
\]

(II.6.38)

Transforms (II.6.37) and (II.6.38) are the *vertical* and *non-tangential maximal functions* [183, § VIII.C.2], respectively.
EXAMPLE II.6.23. Consider again \( G = \text{Aff} \) equipped now with an invariant linear functional, which is a Hardy-type modification (cf. (II.6.34)) of \( L_\infty \)-functional (II.6.35):

\[
\langle f_1, f_2 \rangle_{\infty} = \lim_{a \to 0} \sup_{b \in \mathbb{R}} (f_1(a, b)f_2(a, b)),
\]

where \( \lim \) is the upper limit. Then, the covariant transform \( \mathcal{M}^H \) for this pairing for functions \( v^+ \) and \( v^* \) (II.6.36) becomes:

\[
[\mathcal{M}^H_{v^+} f](t) = \langle f(a, b), \rho_\infty(a, b)v^+_0(t) \rangle_{\infty} = \lim_{a \to 0} f(a, t),
\]

\[
[\mathcal{M}^H_{v^*} f](t) = \langle f(a, b), \rho_\infty(a, b)v^*_0(t) \rangle_{\infty} = \lim_{|b-t| < a} f(a, b).
\]

They are the normal and non-tangential upper limits from the upper-half plane to the real line, respectively.

Note the obvious inequality \( \langle f_1, f_2 \rangle_{\infty} \geq \langle f_1, f_2 \rangle_{\infty} \) between pairings (II.6.35) and (II.6.39), which produces the corresponding relation between respective contravariant transforms.

There is an explicit duality between the covariant transform and the contravariant transform. Discussion of the grand maximal function in the Rem. II.6.16 shows usefulness of the covariant transform over a family of fiducial functionals. Thus, we shall not be surprised by the contravariant transform over a family of reconstructing vectors as well.

**DEFINITION II.6.24.** Let \( w : \text{Aff} \to L_1(\mathbb{R}) \) be a function. We define a new function \( \rho_1 \) on \( \text{Aff} \) with values in \( L_1(\mathbb{R}) \) via the point-wise action \( [\rho_1 w](g) = \rho_1(g)w(g) \) of \( \rho_\infty \) (II.6.10). If \( \sup_{g} \|w(g)\|_1 < \infty \), then, for \( f \in L_1(\text{Aff}) \), we define the extended contravariant transform by:

\[
[\mathcal{M}_w f](x) = \int_{\text{Aff}} f(g) [\rho_1 w](g) \, dg.
\]

Note, that (II.6.42) reduces to the contravariant transform (II.6.33) if we start from the constant function \( w(g) = w_0 \).

**DEFINITION II.6.25.** We call a function \( r \) on \( \mathbb{R} \) a nucleus if:

i. \( r \) is supported in \([-1, 1]\),

ii. \( |r| < \frac{1}{2a} \) almost everywhere, and

iii. \( \int_{\mathbb{R}} r(x) \, dx = 0 \), cf. (II.6.21).

Clearly, for a nucleus \( r \), the function \( s = \rho_1(a, b)r \) has the following properties:

i. \( s \) is supported in a ball centred at \( b \) and radius \( a \),

ii. \( |s| < \frac{1}{2a} \) almost everywhere, and

iii. \( \int_{\mathbb{R}} s(x) \, dx = 0 \).

In other words, \( s = \rho_1(a, b)r \) is an atom, cf. [252, § III.2.2] and any atom may be obtained in this way from some nucleus and certain \((a, b) \in \text{Aff}\).
Example II.6.26. Let \( f(g) = \sum_j \lambda_j \delta_{g_j}(g) \) with \( \sum_j |\lambda_j| < \infty \) be a countable sum of point masses on \( \text{Aff} \). If all values of \( w(g_j) \) are nucleuses, then (II.6.42) becomes:

\[
(\text{II.6.43}) \quad [\mathcal{M}_w f](x) = \int_{\text{Aff}} f(g) [\rho_1 w](g) \, dg = \sum_j \lambda_j s_j,
\]

where \( s_j = \rho_1(g_j)w(g_j) \) are atoms. The right-hand side of (II.6.43) is known as an atomic decomposition of a function \( h(x) = [\mathcal{M}_w f](x) \), see [252, § III.2.2].

II.6.6. Intertwining properties of covariant transforms

The covariant transform has obtained its name because of the following property.

Theorem II.6.27. [155, 160] Covariant transform (II.6.17) intertwines \( \rho \) and the left regular representation \( \Lambda \) (II.6.29) on \( L(G, U) \):

\[
(\text{II.6.44}) \quad \mathcal{W}\rho(g) = \Lambda(g)\mathcal{W}.
\]

Corollary II.6.28. The image space \( \mathcal{W}(V) \) is invariant under the left shifts on \( G \).

The covariant transform is also a natural source of relative convolutions [135, 167], which are operators \( \Lambda_k = \int_G k(g)\rho(g) \, dg \) obtained by integration a representation \( \rho \) of a group \( G \) with a suitable kernel \( k \) on \( G \). In particular, inverse wavelet transform \( \mathcal{M}_{w_0} f \) (II.6.33) can be defined from the relative convolution \( \Lambda_f \) as well: \( \mathcal{M}_{w_0} f = \Lambda_f w_0 \).

Corollary II.6.29. Covariant transform (II.6.17) intertwines the operator of convolution \( K \) (with kernel \( k \)) and the operator of relative convolution \( \Lambda_k \), i.e. \( K\mathcal{W} = \mathcal{W}\Lambda_k \).

If the invariant pairing is defined by integration with respect to the Haar measure, cf. Example II.6.20, then we can show an intertwining property for the contravariant transform as well.

Proposition II.6.30. [137, Prop. 2.9] Inverse wavelet transform \( \mathcal{M}_{w_0} \) (II.6.33) intertwines left regular representation \( \Lambda \) (II.6.29) on \( L_2(G) \) and \( \rho \):

\[
(\text{II.6.45}) \quad \mathcal{M}_{w_0} \Lambda(g) = \rho(g)\mathcal{M}_{w_0}.
\]

Corollary II.6.31. The image \( \mathcal{M}_{w_0}(L(G)) \subset V \) of a left invariant space \( L(G) \) under the inverse wavelet transform \( \mathcal{M}_{w_0} \) is invariant under the representation \( \rho \).

Remark II.6.32. It is an important observation, that the above intertwining property is also true for some contravariant transforms which are not based on pairing (II.6.32). For example, in the case of the affine group all pairings (II.6.34), (II.6.39) and (non-linear!) (II.6.35) satisfy to (IV.5.22) for the respective representation \( \rho_p \) (II.6.10).

There is also a simple connection between a covariant transform and right shifts.

Proposition II.6.33. [156, 160] Let \( G \) be a Lie group and \( \rho \) be a representation of \( G \) in a space \( V \). Let \( [\mathcal{W}f](g) = F(\rho(g^{-1})f) \) be a covariant transform defined by a fiducial operator \( F : V \rightarrow U \). Then the right shift \( [\mathcal{W}f](gg') \) by \( g' \) is the covariant transform \( [\mathcal{W}'f](g) = F'(\rho(g^{-1})f) \) defined by the fiducial operator \( F' = F \circ \rho(g^{-1}) \).
In other words the covariant transform intertwines right shifts \( R(g) : f(h) \mapsto f(hg) \) on the group \( G \) with the associated action

\[
\rho_B(g) : F \mapsto F \circ \rho(g^{-1})
\]
on fiducial operators:

\[
R(g) \circ \mathcal{W}_F = \mathcal{W}_{\rho_B(g)F}, \quad g \in G.
\]

Although the above result is obvious, its infinitesimal version has interesting consequences. Let \( G \) be a Lie group with a Lie algebra \( \mathfrak{g} \) and \( \rho \) be a smooth representation of \( G \). We denote by \( d\rho_B \) the derived representation of the associated representation \( \rho_B \) (II.6.46) on fiducial operators.

**Corollary II.6.34.** [156, 160] Let a fiducial operator \( F \) be a null-solution, i.e. \( AF = 0 \), for the operator \( A = \sum_j a_j d\rho_X^j \), where \( X_j \in \mathfrak{g} \) and \( a_j \) are constants. Then the covariant transform \( [ \mathcal{W}_F f ](g) = F(\rho(g^{-1})f) \) for any \( f \) satisfies

\[
D(\mathcal{W}_F f) = 0, \quad \text{where} \quad D = \sum_j \bar{a}_j \mathcal{L}^{X_j}.
\]

Here, \( \mathcal{L}^{X_j} \) are the left invariant fields (Lie derivatives) on \( G \) corresponding to \( X_j \).

**Example II.6.35.** Consider representation \( \rho \) (II.6.10) of the \( ax + b \) group with the \( p = 1 \). Let \( A \) and \( N \) be the basis of \( \mathfrak{g} \) generating one-parameter subgroups \( A \) and \( N \) (II.6.9), respectively. Then, the derived representations are:

\[
[d\rho^A f](x) = -f(x) - xf'(x), \quad [d\rho^N f](x) = -f'(x).
\]

The corresponding left invariant vector fields on \( ax + b \) group are:

\[
\mathcal{L}^A = a\partial_a, \quad \mathcal{L}^N = a\partial_b.
\]

The mother wavelet \( \frac{1}{x+i} \) in (II.6.22) is a null solution of the operator

\[
-d\rho^A - id\rho^N = I + (x + i) \frac{d}{dx}.
\]

Therefore, the image of the covariant transform with fiducial operator \( F_+ \) (II.6.22) consists of the null solutions to the operator \(-\mathcal{L}^A + i\mathcal{L}^N = ia(\partial_b + i\partial_a)\), that is in the essence Cauchy–Riemann operator \( \partial_{\bar{z}} \) (II.6.3) in the upper half-plane.

**Example II.6.36.** In the above setting, the function \( p(x) = \frac{1}{\pi x^2 + 1} \) (II.6.23) is a null solution of the operator:

\[
(d\rho^A)^2 - d\rho^A + (d\rho^N)^2 = 2I + 4x \frac{d}{dx} + (1 + x^2) \frac{d^2}{dx^2}.
\]

The covariant transform with the mother wavelet \( p(x) \) is the Poisson integral, its values are null solutions to the operator \((\mathcal{L}^A)^2 - \mathcal{L}^A + (\mathcal{L}^N)^2 = a^2(\partial_b^2 + \partial_a^2)\), which is Laplace operator \( \Delta \) (II.6.3).
EXAMPLE II.6.37. Fiducial functional $F_m$ (II.6.25) is a null solution of the following functional equation:

$$F_m - F_m \circ \rho_\infty (\frac{1}{2}, \frac{1}{2}) - F_m \circ \rho_\infty (\frac{1}{2}, -\frac{1}{2}) = 0.$$

Consequently, the image of wavelet transform $W^m_p$ (II.6.26) consists of functions which solve the equation:

$$(I - R(\frac{1}{2}, \frac{1}{2}) - R(\frac{1}{2}, -\frac{1}{2})) f = 0 \quad \text{or} \quad f(a, b) = f(\frac{1}{2} a, b + \frac{1}{2} a) + f(\frac{1}{2} a, b - \frac{1}{2} a).$$

The last relation is the key to the stopping time argument [86, Ch. VI, Lem. 2.2] and the dyadic squares technique, see for example [252, §IV.3], [86, Ch. VII, Thm. 1.1] or the picture on the front cover of the latter book.

The moral of the above Examples II.6.35–II.6.37 is: there is a significant freedom in choice of covariant transforms. However, some fiducial functionals have special properties, which suggest the suitable technique (e.g., analytic, harmonic, dyadic, etc.) following from this choice.

### II.6.7. Composing the covariant and the contravariant transforms

From Props. II.6.27, II.6.30 and Rem. II.6.32 we deduce the following

**Corollary II.6.38.** The composition $M_w \circ W_F$ of a covariant $M_w$ and contravariant $W_F$ transforms is a map $V \rightarrow V$, which commutes with $\rho$, i.e., intertwines $\rho$ with itself.

In particular for the affine group and representation (II.6.10), $M_w \circ W_F$ commutes with shifts and dilations of the real line.

Since the image space of $M_w \circ W_F$ is an $\text{Aff}$-invariant space, we shall be interested in the smallest building blocks with the same property. For the Hilbert spaces, any group invariant subspace $V$ can be decomposed into a direct integral $V = \bigoplus \int V_\mu \, d\mu$ of irreducible subspaces $V_\mu$, i.e. $V_\mu$ does not have any non-trivial invariant subspace [123, § 8.4]. For representations in Banach spaces complete reducibility may not occur and we shall look for primary subspace, i.e. space which is not a direct sum of two invariant subspaces [123, § 8.3]. We already identified such subspaces as generalized Hardy spaces in Defn. II.6.3. They are also related to covariant functional calculus [146; 160, § 6].

For irreducible Hardy spaces, we can use the following general principle, which has several different formulations, cf. [123, Thm. 8.2.1]:

**Lemma II.6.39 (Schur).** [3, Lem. 4.3.1] Let $\rho$ be a continuous unitary irreducible representation of $G$ on the Hilbert space $H$. If a bounded operator $T : H \rightarrow T$ commutes with $\rho(g)$, for all $g \in G$, then $T = kI$, for some $\lambda \in \mathbb{C}$.

**Remark II.6.40.** A revision of proofs of the Schur’s Lemma, even in different formulations, show that the result is related to the existence of joint invariant subspaces for all operators $\rho(g)$, $g \in G$.

In the case of classical wavelets, the relation between wavelet transform (II.6.18) and inverse wavelet transform (II.6.33) is suggested by their names.
II.6. AFFINE GROUP: THE REAL AND COMPLEX TECHNIQUES IN HARMONIC ANALYSIS

Example II.6.41. For an irreducible square integrable representation and admissible vectors $v_0$ and $w_0$, there is the relation [3, (8.52)]:

\[
M_{w_0} W_{v_0} = kI,
\]

as an immediate consequence from the Schur’s lemma. Furthermore, square integrability condition (II.6.19) ensures that $k \neq 0$. The exact value of the constant $k$ depends on $v_0$, $w_0$ and the Duflo–Moore operator [3, § 8.2; 66].

It is of interest here, that two different vectors can be used as analysing vector in (II.6.18) and for the reconstructing formula (II.6.33). Even a greater variety can be achieved if we use additional fiducial operators and invariant pairings.

For the affine group, recall the decomposition from Prop. II.6.7 into invariant subspaces $L^2(\mathbb{R}) = H^2 \oplus H^2_\perp$ and the fact, that the restrictions $\rho^+_2$ and $\rho^-_2$ of $\rho^2_2$ (II.6.10) on $H^2$ and $H^2_\perp$ are not unitary equivalent. Then, Schur’s lemma implies:

**Corollary II.6.42.** Any bounded linear operator $T : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ commuting with $\rho^2_2$ has the form $k_1 I_{H^2} \oplus k_2 I_{H^2_\perp}$ for some constants $k_1$, $k_2 \in \mathbb{C}$. Consequently, the Fourier transform maps $T$ to the operator of multiplication by $k_1 \chi_{(0, +\infty)} + k_2 \chi_{(-\infty,0)}$.

Of course, Corollary II.6.42 is applicable to the composition of covariant and contravariant transforms. In particular, the constants $k_1$ and $k_2$ may have zero values: for example, the zero value occurs for $\mathcal{W}$ (II.6.18) with an admissible vector $v_0$ and non-tangential limit $M_{H^2}^\perp$ (II.6.41)—because a square integrable function $f(a, b)$ on $\text{Aff}$ vanishes for $a \to 0$.

Example II.6.43. The composition of contravariant transform $M_{v_0^\ast}$ (II.6.38) with covariant transform $W_\infty$ (II.6.26) is:

\[
[M_{v_0^\ast} W_\infty f](t) = \sup_{a > |b-t|} \left\{ \frac{1}{2a} \int_{b-a}^{b+a} |f(x)| \, dx \right\}
\]

\[
= \sup_{b_1 < t < b_2} \left\{ \frac{1}{b_2 - b_1} \int_{b_1}^{b_2} |f(x)| \, dx \right\}.
\]

Thus, $M_{v_0^\ast} W_\infty f$ coincides with Hardy–Littlewood maximal function $f^M$ (II.6.6), which contains important information on the original function $f$ [183, § VIII.B.1]. Combining Props. II.6.27 and II.6.30 (through Rem. II.6.32), we deduce that the operator $M : f \mapsto f^M$ commutes with $\rho_p$: $\rho_p M = M \rho_p$. Yet, $M$ is non-linear and Cor. II.6.42 is not applicable in this case.

Example II.6.44. Let the mother wavelet $v_0(x) = \delta(x)$ be the Dirac delta function, then the wavelet transform $\mathcal{W}_\delta$ generated by $\rho_\infty$ (II.6.10) on $C(\mathbb{R})$ is $[\mathcal{W}_\delta f](a, b) = f(b)$. Take the reconstruction vector $w_0(t) = (1 - \chi_{[-1,1]}(t))/t/\pi$ and consider the respective inverse wavelet transform $M_{w_0}$ produced by Hardy pairing (II.6.34). Then,
the composition of both maps is:

\[
[M_{w_0} \circ W_\delta f](t) = \lim_{a \to 0} \frac{1}{\pi} \int_{-\infty}^{\infty} f(b) \rho_{\infty}(a, b) w_0(t) \frac{db}{a}
\]

\[
= \lim_{a \to 0} \frac{1}{\pi} \int_{-\infty}^{\infty} f(b) \frac{1 - \chi_{[-a,a]}(t - b)}{t - b} \frac{db}{t - b}
\]

\[(II.6.51)\]

The last expression is the Hilbert transform \( \mathcal{H} = M_{w_0} \circ W_\delta \), which is an example of a singular integral operator (SIO) \([207, \S 2.6; 252, \S 1.5]\) defined through the principal value (II.6.5) (in the sense of Cauchy). By Cor. II.6.42 we know that \( \mathcal{H} = k_1 I_{H_2} \oplus k_2 I_{H^\perp_2} \) for some constants \( k_1, k_2 \in \mathbb{C} \). Furthermore, we can directly check that \( \mathcal{H} J = -J \mathcal{H} \), for the reflection \( J \) from (II.6.14), thus \( k_1 = -k_2 \). An evaluation of \( \mathcal{H} \) on a simple function from \( H_2 \) (say, the Cauchy kernel \( \frac{1}{x+i} \)) gives the value of the constant \( k_1 = -i \). Thus, \( \mathcal{H} = (-i I_{H_2}) \oplus (i I_{H^\perp_2}) \).

In fact, the previous reasons imply the following

**PROPOSITION II.6.45.** \([251, \S III.1.1]\) Any bounded linear operator on \( L_2(\mathbb{R}) \) commuting with quasi-regular representation \( \rho_2 \) (II.6.10) and anticommuting with reflection \( J \) (II.6.14) is a constant multiple of Hilbert transform (II.6.51).

**EXAMPLE II.6.46.** Consider the covariant transform \( W_q \) defined by the inadmissible wavelet \( q(t) \) (II.6.24), the conjugated Poisson kernel. Its composition with the contravariant transform \( M_{v_0^+}^H \) (II.6.40) is

\[(II.6.52)\]

\[
[M_{v_0^+}^H \circ W_q f](t) = \lim_{a \to 0} \frac{1}{\pi} \int_{\mathbb{R}} f(x) \frac{(t - x)}{(t - x)^2 + a^2} \frac{dx}{(t - x)^2 + a^2}
\]

We can see that this composition satisfies to Prop. II.6.45, the constant factor can again be evaluated from the Cauchy kernel \( f(x) = \frac{1}{x+i} \) and is equal to 1. Of course, this is a classical result \([92, Thm. 4.1.5]\) in harmonic analysis that (II.6.52) provides an alternative expression for Hilbert transform (II.6.51).

**EXAMPLE II.6.47.** Let \( W \) be a covariant transform generated either by the functional \( F_\pm \) (II.6.22) (i.e. the Cauchy integral) or \( \frac{1}{2}(F_+ - F_-) \) (i.e. the Poisson integral) from the Example II.6.13. Then, for contravariant transform \( M_{v_0^+}^H \) (II.6.37) the composition \( M_{v_0^+}^H W \) becomes the normal boundary value of the Cauchy/Poisson integral, respectively. The similar composition \( M_{v_0^*}^H W \) for reconstructing vector \( v_0^* \) (II.6.36) turns to be the non-tangential limit of the Cauchy/Poisson integrals.

The maximal function and SIO are often treated as elementary building blocks of harmonic analysis. In particular, it is common to define the Hardy space as a closed subspace of \( L_p(\mathbb{R}) \) which is mapped to \( L_p(\mathbb{R}) \) by either the maximal operator (II.6.50)
or by the SIO (II.6.51) [68; 252, § III.1.2 and § III.4.3]. From this perspective, the coincidence of both characterizations seems to be non-trivial. On the contrast, we presented both the maximal operator and SIO as compositions of certain co- and contravariant transforms. Thus, these operators act between certain Aff-invariant subspaces, which we associated with generalized Hardy spaces in Defn. II.6.3. For the right choice of fiducial functionals, the coincidence of the respective invariant subspaces is quite natural.

The potential of the group-theoretical approach is not limited to the Hilbert space $L_2(\mathbb{R})$. One of possibilities is to look for a suitable modification of Schur’s Lemma II.6.39, say, to Banach spaces. However, we can proceed with the affine group without such a generalisation. Here is an illustration to a classical question of harmonic analysis: to identify the class of functions on the real line such that $M^H_{v_0} \mathcal{W}$ becomes the identity operator on it.

**Proposition II.6.48.** Let $B$ be the space of bounded uniformly continuous functions on the real line. Let $F : B \to \mathbb{R}$ be a fiducial functional such that:

\[ \lim_{a \to 0} F(\rho_\infty(1/a, 0)f) = 0, \quad \text{for all } f \in B \text{ such that } f(0) = 0 \]

and $F(\rho_\infty(1, b)f)$ is a continuous function of $b \in \mathbb{R}$ for a given $f \in B$.

Then, $M^H_{v_0} \circ \mathcal{W}_F$ is a constant multiple of the identity operator on $B$.

**Proof.** First of all we note that $M^H_{v_0} \mathcal{W}_F$ is a bounded operator on $B$. Let $v^*_{(a, b)} = \rho_\infty(a, b)v^*$. Obviously, $v^*_{(a, b)}(0) = v^*(-\frac{b}{a})$ is an eigenfunction for operators $\Lambda(a', 0), \ a' \in \mathbb{R}_+$ of the left regular representation of Aff:

\[ \Lambda(a', 0)v^*_{(a, b)}(0) = v^*_{(a, b)}(0). \]

This and the left invariance of pairing (II.6.30) imply that $M^H_{v_0} \circ \Lambda(1/a, 0) = M^H_{v_0}$ for any $(a, 0) \in \text{Aff}$. Then, applying intertwining properties (II.6.44) we obtain that

\[ [M^H_{v_0} \circ \mathcal{W}_F](0) = [M^H_{v_0} \circ \Lambda(1/a, 0) \circ \mathcal{W}_F](0) = [M^H_{v_0} \circ \mathcal{W}_F \circ \rho_\infty(1/a, 0)f](0). \]

Using the limit $a \to 0$ (II.6.53) and the continuity of $F \circ \rho_\infty(1, b)$ we conclude that the linear functional $l : f \mapsto [M^H_{v_0} \circ \mathcal{W}_F](f)$ vanishes for any $f \in B$ such that $f(0) = 0$. Take a function $f_1 \in B$ such that $f_1(0) = 1$ and define $c = l(f_1)$. From linearity of $l$, for any $f \in B$ we have:

\[ l(f) = l(f - f(0)f_1 + f(0)f_1) = l(f - f(0)f_1) + f(0)l(f_1) = cf(0). \]

Furthermore, using intertwining properties (II.6.44) and (IV.5.22):

\[ [M^H_{v_0} \circ \mathcal{W}_F](f)(t) = [\rho_\infty(1, -t) \circ M^H_{v_0} \circ \mathcal{W}_F](f)(0) = [M^H_{v_0} \circ \mathcal{W}_F \circ \rho_\infty(1, -t)f](0) = l(\rho_\infty(1, -t)f) = c[\rho_\infty(1, -t)f](0) = cf(t). \]
This completes the proof.

To get the classical statement we need the following lemma.

**Lemma II.6.49.** For a non-zero \( w(t) \in L_1(\mathbb{R}) \), define the fiducial functional on \( B \):

\[
F(f) = \int_{\mathbb{R}} f(t) w(t) \, dt.
\]  

Then \( F \) satisfies the conditions (and thus the conclusions) of Prop. II.6.48.

**Proof.** Let \( f \) be a continuous bounded function such that \( f(0) = 0 \). For \( \varepsilon > 0 \) chose

- \( \delta > 0 \) such that \( |f(t)| < \varepsilon \) for all \( |t| < \delta \);
- \( M > 0 \) such that \( \int_{|t|>M} |w(t)| \, dt < \varepsilon \).

Then, for \( a < \delta/M \), we have the estimation:

\[
|F(\rho_\infty(1/a, 0)f)| = \left| \int_{\mathbb{R}} f(at) w(t) \, dt \right|
\leq \left| \int_{|t|<M} f(at) w(t) \, dt \right| + \left| \int_{|t|>M} f(at) w(t) \, dt \right|
\leq \varepsilon (\|w\|_1 + \|f\|_\infty).
\]

Finally, for a uniformly continuous function \( g \) for \( \varepsilon > 0 \) there is \( \delta > 0 \) such that \( |g(t+b) - g(t)| < \varepsilon \) for all \( b < \delta \) and \( t \in \mathbb{R} \). Then

\[
|F(\rho_\infty(1, b)g) - F(g)| = \left| \int_{\mathbb{R}} (g(t+b) - g(t)) w(t) \, dt \right| \leq \varepsilon \|w\|_1.
\]

This proves the continuity of \( F(\rho_\infty(1, b)g) \) at \( b = 0 \) and, by the group property, at any other point as well. \( \square \)

**Remark II.6.50.** A direct evaluation shows, that the constant \( c = l(f_1) \) from the proof of Prop. II.6.48 for fiducial functional (II.6.55) is equal to \( c = \int_{\mathbb{R}} w(t) \, dt \). Of course, for non-trivial boundary values we need \( c \neq 0 \). On the other hand, admissibility condition (II.6.21) requires \( c = 0 \). Moreover, the classical harmonic analysis and the traditional wavelet construction are two “orthogonal” parts of the same covariant transform theory in the following sense. We can present a rather general bounded function \( w = w_a + w_p \) as a sum of an admissible mother wavelet \( w_a \) and a suitable multiple \( w_p \) of the Poisson kernel. An extension of this technique to unbounded functions leads to Calderón–Zygmund decomposition [252, § I.4].

The table integral \( \int_{\mathbb{R}} \frac{dx}{x^2+1} = \pi \) tells that the “wavelet” \( p(t) = \frac{1}{\pi} \frac{1}{1+t^2} \) (II.6.23) is in \( L_1(\mathbb{R}) \) with \( c = 1 \), the corresponding wavelet transform is the Poisson integral. Its boundary behaviour from Prop. II.6.48 is the classical result, cf. [86, Ch. I, Cor. 3.2]. The comparison of our arguments with the traditional proofs, e.g. in [86], does not reveal any significant distinctions. We simply made an explicit usage of the relevant group structure, which is implicitly employed in traditional texts anyway, cf. [38]. Further demonstrations of this type can be found in [2, 71].
II.6.8. Transformed norms

If the functional $F$ and the representation $\rho$ in (II.6.17) are both linear, then the resulting covariant transform is a linear map. If $WF$ is injective, e.g. due to irreducibility of $\rho$, then $WF$ transports a norm $\|\cdot\|$ defined on $V$ to a norm $\|\cdot\|_F$ defined on the image space $WFV$ by the simple rule:

\[(II.6.56) \quad \|u\|_F := \|v\|, \quad \text{where the unique } v \in V \text{ is defined by } u = WFv.\]

By the very definition, we have the following

**Proposition II.6.51.**

i. $WF$ is an isometry $(V, \|\cdot\|) \to (WFV, \|\cdot\|_F)$.

ii. If the representation $\rho$ acts on $(V, \|\cdot\|)$ by isometries then $\|\cdot\|_F$ is left invariant.

A touch of non-triviality occurs if the transported norm can be naturally expressed in the original terms of $G$.

**Example II.6.52.** It is common to consider a unitary square integrable representation $\rho$ and an admissible mother wavelet $f \in V$. In this case, wavelet transform (II.6.18) becomes an isometry to square integrable functions on $G$ with respect to a Haar measure [3, Thm. 8.1.3]. In particular, for the affine group and setup of Example II.6.12, the wavelet transform with an admissible vector is a multiple of an isometry map from $L^2(\mathbb{R})$ to the functions on the upper half-plane, i.e., the $ax + b$ group, which are square integrable with respect to the Haar measure $a^{-2} da db$.

A reader expects that there are other interesting examples of the transported norms, which are not connected to the Haar integration.

**Example II.6.53.** In the setup of Example II.6.13, consider the space $L^p(\mathbb{R})$ with representation (II.6.10) of $\text{Aff}$ and Poisson kernel $p(t)$ (II.6.23) as an inadmissible mother wavelet. The norm transported by $WP$ to the image space on $\text{Aff}$ is [212, § A.6.3]:

\[(II.6.57) \quad \|u\|_p = \sup_{c > 0} \left( \int_{-\infty}^{\infty} |u(a, b)|^p \frac{db}{a} \right)^{\frac{1}{p}}.\]

In the theory of Hardy spaces, the $L^p$-norm on the real line and transported norm (II.6.57) are naturally intertwined, cf. [212, Thm. A.3.4.1(iii)], and are used interchangeably.

The second possibility to transport a norm from $V$ to a function space on $G$ uses an contravariant transform $M_v$:

\[(II.6.58) \quad \|u\|_v := \|M_v u\|.\]

**Proposition II.6.54.**

i. The contravariant transform $M_v$ is an isometry $(L_v, \|\cdot\|_v) \to (V, \|\cdot\|)$.

ii. If the composition $M_v \circ WF = cI$ is a multiple of the identity on $V$ then transported norms $\|\cdot\|_v$ (II.6.58) and $\|\cdot\|_F$ (II.6.56) differ only by a constant multiplier.

The above result is well-known for traditional wavelets.
**Example II.6.55.** In the setup of Example II.6.41, for a square integrable representation and two admissible mother wavelets \( v_0 \) and \( w_0 \) we know that \( \mathcal{M}_{w_0} W_{v_0} = kI \) (II.6.49), thus transported norms (II.6.56) and (II.6.58) differ by a constant multiplier. Thus, norm (II.6.58) is also provided by the integration with respect to the Haar measure on \( G \).

In the theory of Hardy spaces the result is also classical.

**Example II.6.56.** For the fiducial functional \( F \) with property (II.6.53) and the contravariant transform \( \mathcal{M}^H_{v_0} \) (II.6.41), Prop. II.6.48 implies \( \mathcal{M}^H_{v_0} \circ W_F = cI \). Thus, the norm transported to \( \text{Aff} \) by \( \mathcal{M}^H_{v_0} \) from \( L_p(\mathbb{R}) \) up to factor coincides with (II.6.57). In other words, the transition to the boundary limit on the Hardy space is an isometric operator. This is again a classical result of the harmonic analysis, cf. [212, Thm. A.3.4.1(ii)].

The co- and contravariant transforms can be used to transport norms in the opposite direction: from a classical space of functions on \( G \) to a representation space \( V \).

**Example II.6.57.** Let \( V \) be the space of \( \sigma \)-finite signed measures of a bounded variation on the upper half-plane. Let the \( ax + b \) group acts on \( V \) by the representation adjoint to \( [\rho_a(a, b)f](x, y) = a^{-1}f(\frac{x-a}{a}, \frac{y}{a}) \) on \( L_2(\mathbb{R}^2_+) \), cf. (II.6.8). If the mother wavelet \( v_0 \) is the indicator function of the square \( \{ 0 < x < 1, 0 < y < 1 \} \), then the covariant transform of a measure \( \mu \) is \( \tilde{\mu}(a, b) = a^{-1}\mu(Q_{a,b}) \), where \( Q_{a,b} \) is the square \( \{ b < x < a+b, 0 < y < a \} \). If we request that \( \tilde{\mu}(a, b) \) is a bounded function on the affine group, then \( \mu \) is a Carleson measure [86, §I.5]. A norm transported from \( L_\infty(\text{Aff}) \) to the appropriate subset of \( V \) becomes the Carleson norm of measures. Indicator function of a tent taken as a mother wavelet will lead to an equivalent definition.

It was already mentioned in Rem. II.6.16 and Example II.6.26 that we may be interested to mix several different covariant and contravariant transforms. This motivate the following statement.

**Proposition II.6.58.** Let \((V, \|\cdot\|)\) be a normed space and \( \rho \) be a continuous representation of a topological locally compact group \( G \) on \( V \). Let two fiducial operators \( F_1 \) and \( F_2 \) define the respective covariant transforms \( W_1 \) and \( W_2 \) to the same image space \( W = W_1 V = W_2 V \). Assume, there exists an contravariant transform \( \mathcal{M} : W \to V \) such that \( \mathcal{M} \circ W_1 = c_1 I \) and \( \mathcal{M} \circ W_2 = c_2 I \). Define by \( \|\cdot\|_M \) the norm on \( U \) transported from \( V \) by \( \mathcal{M} \).

(II.6.59) \[ \|W_1 v_1 + W_2 v_2\|_M = \|c_1 v_1 + c_2 v_2\|, \quad \text{for any } v_1, v_2 \in V. \]

**Proof.** Indeed:

\[ \|W_1 v_1 + W_2 v_2\|_M = \|\mathcal{M} \circ W_1 v_1 + \mathcal{M} \circ W_2 v_2\| = \|c_1 v_1 + c_2 v_2\|, \]

by the definition of transported norm (II.6.58) and the assumptions \( \mathcal{M} \circ W_i = c_i I \). □

Although the above result is simple, it does have important consequences.

**Corollary II.6.59 (Orthogonality Relation).** Let \( \rho \) be a square integrable representation of a group \( G \) in a Hilbert space \( V \). Then, for any two admissible mother wavelets \( f \) and \( f' \)
there exists a constant $c$ such that:

$$\int_G \langle v, \rho(g)f \rangle \langle v', \rho(g)f' \rangle \, dg = c \langle v, v' \rangle \quad \text{for any } v_1, v_2 \in V.$$  

Moreover, the constant $c = c(f', f)$ is a sesquilinear form of vectors $f'$ and $f$.

**Proof.** We can derive (II.6.60) from (II.6.59) as follows. Let $M_f$ be the inverse wavelet transform (II.6.33) defined by the admissible vector $f$, then $M_f \circ W_f = I$ on $V$ providing the right scaling of $f$. Furthermore, $M_f \circ W_{f'} = \bar{c}I$ by (II.6.49) for some complex constant $c$. Thus, by (II.6.59):

$$\|W_f v + W_{f'} v'\|_M = \|v + \bar{c}v'\|.$$

Now, through the polarisation identity [128, Problem 476] we get the equality (II.6.60) of inner products.

The above result is known as the orthogonality relation in the theory of wavelets, for some further properties of the constant $c$ see [3, Thm. 8.2.1].

Here is an application of Prop. II.6.58 to harmonic analysis, cf. [92, Thm. 4.1.7]:

**Corollary II.6.60.** The covariant transform $W_q$ with conjugate Poisson kernel $q$ (II.6.24) is a bounded map from $(L_2(\mathbb{R}), \|\cdot\|)$ to $(L(\text{Aff}), \|\cdot\|_2)$ with norm $\|\cdot\|_2$ (II.6.57). Moreover:

$$\|W_q f\|_2 = \|f\|,$$

for all $f \in L_2(\mathbb{R})$.

**Proof.** As we establish in Example II.6.46 for contravariant transform $M_{v_0}^H$ (II.6.40), $M_{v_0}^H \circ W_q = -iI$ and $iI$ on $H_2$ and $H_2^\perp$, respectively. Take the unique presentation $f = u + u^\perp$, for $u \in H_2$ and $u^\perp \in H_2^\perp$. Then, by (II.6.59)

$$\|W_q f\|_2 = \|-iu + iu^\perp\| = \|u + u^\perp\| = \|f\|.$$

This completes the proof. 

□
The covariant transform maps vectors to functions on $G$ or, in the induced case, to functions on the homogeneous space $G/H$. Functions are mapped from the real line to the upper half-plane parametrised by either the $\alpha x + b$-group or the homogeneous space $\text{SL}_2(\mathbb{R})/K$.

The mother wavelet $v_0 = \chi_{[-1,1]}$ satisfies the equality $\chi_{[-1,1]} = \chi_{[-1,0]} + \chi_{[0,1]}$, where both terms are again scaled and shifted $v_0$. The image of the wavelet transform is suitable for the stopping time argument and the dyadic squares technique.

The contravariant transform with the invariant Hardy pairing on the $\alpha x + b$ group produces boundary values of functions on the real line.

The covariant transform with the invariant sup pairing produces the vertical and non-tangential maximal functions.

The Hardy space is an invariant subspace of the group representation. The Hardy space consists of the limiting values of the Cauchy integral. SIO is bounded on this space.

The Hardy–Littlewood maximal operator is bounded on the Hardy space $H_p$. The Hardy–Littlewood maximal function is the composition of the averaging operator and the contravariant transform from the invariant sup pairing.
Part III

Functional Calculi and Spectra
LECTURE III.1

Covariant and Contravariant Calculi

United in the trinity functional calculus, spectrum, and spectral mapping theorem play the exceptional rôle in functional analysis and could not be substituted by anything else.

III.1.1. Functional Calculus as an Algebraic Homomorphism

Many traditional definitions of functional calculus are covered by the following rigid template based on the algebra homomorphism property:

**Definition III.1.1.** An *functional calculus* for an element \( a \in \mathfrak{A} \) is a continuous linear mapping \( \Phi : \mathfrak{A} \to \mathfrak{A} \) such that

i. \( \Phi \) is a unital *algebra homomorphism*

\[
\Phi(f \cdot g) = \Phi(f) \cdot \Phi(g).
\]

ii. There is an initialisation condition: \( \Phi[v_0] = a \) for a fixed function \( v_0 \), e.g. \( v_0(z) = z \).

The most typical definition of the spectrum is seemingly independent and uses the important notion of resolvent:

**Definition III.1.2.** A *resolvent* of element \( a \in \mathfrak{A} \) is the function \( R(\lambda) = (a - \lambda e)^{-1} \), which is the image under \( \Phi \) of the Cauchy kernel \((z - \lambda)^{-1}\).

A *spectrum* of \( a \in \mathfrak{A} \) is the set \( \text{sp} \ a \) of singular points of its resolvent \( R(\lambda) \).

Then the following important theorem links spectrum and functional calculus together.

**Theorem III.1.3 (Spectral Mapping).** For a function \( f \) suitable for the functional calculus:

\[
(\text{III.1.1}) \quad f(\text{sp} \ a) = \text{sp} \ f(a).
\]

However the power of the classic spectral theory rapidly decreases if we move beyond the study of one normal operator (e.g. for quasinilpotent ones) and is virtually nil if we consider several non-commuting ones. Sometimes these severe limitations are seen to be irresistible and alternative constructions, i.e. model theory cf. Example II.4.22 and [214], were developed.

Yet the spectral theory can be revived from a fresh start. While three components—functional calculus, spectrum, and spectral mapping theorem—are highly interdependent in various ways we will nevertheless arrange them as follows:
i. Functional calculus is an original notion defined in some independent terms;
ii. Spectrum (or more specifically contravariant spectrum) (or spectral decomposition) is derived from previously defined functional calculus as its support (in some appropriate sense);
iii. Spectral mapping theorem then should drop out naturally in the form (III.1.1) or some its variation.

Thus the entire scheme depends from the notion of the functional calculus and our ability to escape limitations of Definition III.1.1. The first known to the present author definition of functional calculus not linked to algebra homomorphism property was the Weyl functional calculus defined by an integral formula [4]. Then its intertwining property with affine transformations of Euclidean space was proved as a theorem. However it seems to be the only “non-homomorphism” calculus for decades.

The different approach to whole range of calculi was given in [132] and developed in [137, 144, 146, 156] in terms of intertwining operators for group representations. It was initially targeted for several non-commuting operators because no non-trivial algebra homomorphism is possible with a commutative algebra of function in this case. However it emerged later that the new definition is a useful replacement for classical one across all range of problems.

In the following Subsections we will support the last claim by consideration of the simple known problem: characterisation a $n \times n$ matrix up to similarity. Even that “freshman” question can be only sorted out by the classical spectral theory for a small set of diagonalisable matrices. Our solution in terms of new spectrum will be full and thus unavoidably coincides with one given by the Jordan normal form of matrices. Other more difficult questions are the subject of ongoing research.

### III.1.2. Intertwining Group Actions on Functions and Operators

Any functional calculus uses properties of functions to model properties of operators. Thus changing our viewpoint on functions, as was done in Section II.5, we can get another approach to operators. The two main possibilities are encoded in Definitions II.4.23 and II.4.25: we can assign a certain function to the given operator or vice versa. Here we consider the second possibility and treat the first in the Subsection III.1.5.

The representation $\rho_1$ (II.5.23) is unitary irreducible when acts on the Hardy space $H_2$. Consequently we have one more reason to abolish the template definition III.1.1: $H_2$ is not an algebra. Instead we replace the homomorphism property by a symmetric covariance:

**Definition III.1.4 ([132]).** An contravariant analytic calculus for an element $a \in \mathfrak{A}$ and an $\mathfrak{A}$-module $M$ is a continuous linear mapping $\Phi : \mathfrak{A}(D) \to \mathfrak{A}(D, M)$ such that

i. $\Phi$ is an intertwining operator

$$\Phi \rho_1 = \rho_a \Phi$$

between two representations of the $SL_2(\mathbb{R})$ group $\rho_1$ (II.5.23) and $\rho_a$ defined below in (III.1.5).
Then, we can directly check that:

\[ g: a \mapsto g \cdot a = (\alpha a + \bar{\beta} e)(\beta a + \bar{\alpha} e)^{-1}, \quad g = \begin{pmatrix} \alpha & \bar{\beta} \\ \beta & \bar{\alpha} \end{pmatrix} \in SL_2(\mathbb{R}) \]

we introduce \( SL_2(\mathbb{R}) \)-orbit

\[ \mathbb{A} = \{ g \cdot a \mid g \in SL_2(\mathbb{R}) \} \subset \mathfrak{A}. \]

Clearly, \( \mathbb{A} \) is a left (right) \( SL_2(\mathbb{R}) \)-homogeneous space with the natural left (right) action:

\[ g_1: b = g \cdot a \mapsto g_1^{-1} \cdot b := (g_1^{-1} g) \cdot a \quad (g_1: g \cdot a \mapsto (gg_1) \cdot a), \]

where \( g_1, g \in SL_2(\mathbb{R}) \) and \( b = g \cdot a \in \mathbb{A} \). That is, for a fixed \( a \in \mathfrak{A} \) the set \( \mathbb{A} \) and the \( SL_2(\mathbb{R}) \)-action on it are completely parametrised by correspondence \( b = g \cdot a \leftrightarrow g \).

Let us define the \textit{resolvent} function \( R(g, b): SL_2(\mathbb{R}) \times \mathbb{A} \to \mathfrak{A} \) by:

\[ R(g_1, b) := (\alpha e - \beta b)^{-1} = (\beta a + \bar{\alpha})(\alpha^\prime e - \beta^\prime a)^{-1}, \]

where

\[ g_1 = \begin{pmatrix} \alpha_1 & \bar{\beta}_1 \\ \beta_1 & \bar{\alpha}_1 \end{pmatrix}, \quad g = \begin{pmatrix} \alpha & \bar{\beta} \\ \beta & \bar{\alpha} \end{pmatrix} \in SL_2(\mathbb{R}), \quad b = g \cdot a \in \mathbb{A} \]

and

\[ \begin{pmatrix} \alpha^\prime & \bar{\beta}^\prime \\ \beta^\prime & \bar{\alpha}' \end{pmatrix} = g^{-1} g_1 = \begin{pmatrix} \bar{\alpha} & -\bar{\beta} \\ -\beta & \alpha \end{pmatrix} \cdot \begin{pmatrix} \alpha_1 & \bar{\beta}_1 \\ \beta_1 & \bar{\alpha}_1 \end{pmatrix} \]

Then, we can directly check that:

\[ R(g_1, b)R(g_2, g_1^{-1} \cdot b) = R(g_1 g_2, b), \]

for all \( g_1, g_2 \in SL_2(\mathbb{R}) \) and \( b \in \mathbb{A} \).
The last identity is well known in representation theory \cite[§ 13.2(10)]{123} and is a key ingredient of induced representations. Thus we can again linearise (III.1.2), cf. (II.5.23), in the space of continuous functions \( C(\mathbb{A}, M) \) with values in a left \( \mathfrak{A} \)-module \( M \):

\[
\rho_{\alpha}(g) : f(b) \mapsto R(g, b)f(g^{-1} \cdot b) = (\alpha e - \beta b)^{-1} f \left( \frac{\alpha b - \beta e}{\alpha e - \beta b} \right),
\]

where \( g \in \text{SL}_2(\mathbb{R}) \) and \( b \in \mathbb{A} \).

For any \( m \in M \) we can define a \( K \)-invariant vacuum vector as \( \nu_{m}(g^{-1} \cdot a) = m \otimes \nu_{0}(g^{-1} \cdot a) \in C(\mathbb{A}, M) \). It generates the associated with \( \nu_{m} \) family of coherent states \( \nu_{m}(u, a) = (ue - a)^{-1} m \), where \( u \in D \).

The wavelet transform defined by the same common formula based on coherent states (cf. (II.5.24)):

\[
\mathcal{W}_m f(g) = \langle f, \rho_{\alpha}(g) \nu_{m} \rangle,
\]

is a version of Cauchy integral, which maps \( L^2(\mathbb{A}) \) to \( C(\text{SL}_2(\mathbb{R}), M) \). It is closely related (but not identical!) to the Riesz-Dunford functional calculus: the traditional functional calculus is given by the case:

\[
\Phi : f \mapsto \mathcal{W}_m f(0) \quad \text{for } M = \mathfrak{A} \text{ and } m = e.
\]

The both conditions—the intertwining property and initial value—required by Definition III.1.4 easily follows from our construction. Finally, we wish to provide an example of application of the Corollary IV.5.3.

**Example III.1.6.** Let \( a \) be an operator and \( \phi \) be a function which annihilates it, i.e. \( \phi(a) = 0 \). For example, if \( a \) is a matrix \( \phi \) can be its minimal polynomial. From the integral representation of the contravariant calculus on \( G = \text{SL}_2(\mathbb{R}) \) we can rewrite the annihilation property like this:

\[
\int_G \phi(g) R(g, a) \, dg = 0.
\]

Then the vector-valued function \([\mathcal{W}_m f](g)\) defined by (III.1.6) shall satisfy to the following condition:

\[
\int_G \phi(g') [\mathcal{W}_m f](gg') \, dg' = 0
\]

due to the Corollary IV.5.3.

### III.1.3. Jet Bundles and Prolongations of \( \rho_1 \)

Spectrum was defined in III.1.5 as the support of our functional calculus. To elaborate its meaning we need the notion of a prolongation of representations introduced by S. Lie, see \cite{215,216} for a detailed exposition.

**Definition III.1.7.** \cite[Chap. 4]{216} Two holomorphic functions have \( n \)th order contact in a point if their value and their first \( n \) derivatives agree at that point, in other words their Taylor expansions are the same in first \( n + 1 \) terms.
A point \((z, u^{(n)}) = (z, u, u_1, \ldots, u_n)\) of the jet space \(\mathbb{J}^n \sim \mathbb{D} \times \mathbb{C}^n\) is the equivalence class of holomorphic functions having \(n\)th contact at the point \(z\) with the polynomial:

\[(III.1.7)\]
\[
p_n(w) = u_n \frac{(w - z)^n}{n!} + \cdots + u_1 \frac{(w - z)}{1!} + u.
\]

For a fixed \(n\) each holomorphic function \(f : \mathbb{D} \to \mathbb{C}\) has \(n\)th prolongation (or \(n\)-jet) \(j_n f : \mathbb{D} \to \mathbb{C}^{n+1}\):

\[(III.1.8)\]
\[
 j_n f(z) = (f(z), f'(z), \ldots, f^{(n)}(z)).
\]

The graph \(\text{amma}_f^{(n)}\) of \(j_n f\) is a submanifold of \(\mathbb{J}^n\) which is section of the jet bundle over \(\mathbb{D}\) with a fibre \(\mathbb{C}^{n+1}\). We also introduce a notation \(J_n\) for the map \(J_n : f \mapsto \text{amma}_f^{(n)}\) of a holomorphic \(f\) to the graph \(\text{amma}_f^{(n)}\) of its \(n\)-jet \(j_n f(z)\) (\(III.1.8\)).

One can prolong any map of functions \(\psi : f(z) \mapsto [\psi f](z)\) to a map \(\psi^{(n)}\) of \(n\)-jets by the formula

\[(III.1.9)\]
\[
 \psi^{(n)}(J_n f) = J_n(\psi f).
\]

For example such a prolongation \(\rho_1^{(n)}\) of the representation \(\rho_1\) of the group \(\text{SL}_2(\mathbb{R})\) in \(\text{H}_2(\mathbb{D})\) (as any other representation of a Lie group [216]) will be again a representation of \(\text{SL}_2(\mathbb{R})\). Equivalently we can say that \(J_n\) intertwines \(\rho_1\) and \(\rho_1^{(n)}\):

\[
 J_n \rho_1(g) = \rho_1^{(n)}(g) J_n \quad \text{for all } g \in \text{SL}_2(\mathbb{R}).
\]

Of course, the representation \(\rho_1^{(n)}\) is not irreducible: any jet subspace \(\mathbb{J}^k\), \(0 \leq k \leq n\) is \(\rho_1^{(n)}\)-invariant subspace of \(\mathbb{J}^n\). However the representations \(\rho_1^{(n)}\) are primary [123, §8.3] in the sense that they are not sums of two subrepresentations.

The following statement explains why jet spaces appeared in our study of functional calculus.

**Proposition III.1.8.** Let matrix \(a\) be a Jordan block of a length \(k\) with the eigenvalue \(\lambda = 0\), and \(m\) be its root vector of order \(k\), i.e. \(a^{k-1} m \neq a^k m = 0\). Then the restriction of \(\rho_a\) on the subspace generated by \(v_m\) is equivalent to the representation \(\rho_k^1\).

**III.1.4. Spectrum and Spectral Mapping Theorem**

Now we are prepared to describe a spectrum of a matrix. Since the functional calculus is an intertwining operator its support is a decomposition into intertwining operators with primary representations (we can not expect generally that these primary subrepresentations are irreducible).

Recall the transitive on \(\mathbb{D}\) group of inner automorphisms of \(\text{SL}_2(\mathbb{R})\), which can send any \(\lambda \in \mathbb{D}\) to \(0\) and are actually parametrised by such a \(\lambda\). This group extends Proposition III.1.8 to the complete characterisation of \(\rho_a\) for matrices.

**Proposition III.1.9.** Representation \(\rho_a\) is equivalent to a direct sum of the prolongations \(\rho_1^{(k)}\) of \(\rho_1\) in the \(k\)th jet space \(\mathbb{J}^k\) intertwined with inner automorphisms. Consequently the spectrum of \(a\) (defined via the functional calculus \(\Phi = \mathcal{W}_m\)) labelled exactly by \(n\) pairs of numbers \((\lambda_i, k_i)\), \(\lambda_i \in \mathbb{D}\), \(k_i \in \mathbb{Z}_+\), \(1 \leq i \leq n\) some of whom could coincide.
III.1. COVARIANT AND CONTRAVARIANT CALCULI
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**Figure III.1.1.** Classical spectrum of the matrix from the Ex. III.1.10 is shown at (a). Contravariant spectrum of the same matrix in the jet space is drawn at (b). The image of the contravariant spectrum under the map from Ex. III.1.12 is presented at (c).

Obviously this spectral theory is a fancy restatement of the *Jordan normal form* of matrices.

**Example III.1.10.** Let \( J_k(\lambda) \) denote the Jordan block of the length \( k \) for the eigenvalue \( \lambda \). In Fig. III.1.1 there are two pictures of the spectrum for the matrix

\[
 a = J_3(\lambda_1) \oplus J_4(\lambda_2) \oplus J_1(\lambda_3) \oplus J_2(\lambda_4),
\]

where

\[
 \lambda_1 = \frac{3}{4} e^{i\pi/4}, \quad \lambda_2 = \frac{2}{3} e^{i5\pi/6}, \quad \lambda_3 = \frac{2}{5} e^{-i3\pi/4}, \quad \lambda_4 = \frac{3}{5} e^{-i\pi/3}.
\]

Part (a) represents the conventional two-dimensional image of the spectrum, i.e. eigenvalues of \( a \), and (b) describes spectrum \( \text{sp} a \) arising from the wavelet construction. The first image did not allow to distinguish \( a \) from many other essentially different matrices, e.g. the diagonal matrix

\[
 \text{diag} (\lambda_1, \lambda_2, \lambda_3, \lambda_4),
\]

which even have a different dimensionality. At the same time Fig. III.1.1(b) completely characterise \( a \) up to a similarity. Note that each point of \( \text{sp} a \) in Fig. III.1.1(b) corresponds to a particular root vector, which spans a primary subrepresentation.

As was mentioned in the beginning of this section a resonable spectrum should be linked to the corresponding functional calculus by an appropriate spectral mapping theorem. The new version of spectrum is based on prolongation of \( \rho_1 \) into jet spaces (see Section III.1.3). Naturally a correct version of spectral mapping theorem should also operate in jet spaces.

Let \( \phi : \mathbb{D} \to \mathbb{D} \) be a holomorphic map, let us define its action on functions \( [\phi \ast f](z) = f(\phi(z)) \). According to the general formula (III.1.9) we can define the prolongation \( \phi^{(n)}_* \) onto the jet space \( \mathbb{J}^n \). Its associated action \( \rho^k_1 \phi^{(n)}_* = \phi^{(n)}_* \rho^k_1 \) on the pairs \( (\lambda, k) \) is given by the formula:

\[
 \phi^{(n)}_*(\lambda, k) = \left( \phi(\lambda), \left[ \frac{k}{\deg_\lambda \phi} \right] \right),
\]

(III.1.10)
where $\deg_{\lambda} \phi$ denotes the degree of zero of the function $\phi(z) - \phi(\lambda)$ at the point $z = \lambda$ and $[x]$ denotes the integer part of $x$.

**Theorem III.1.11 (Spectral mapping).** Let $\phi$ be a holomorphic mapping $\phi : \mathbb{D} \to \mathbb{D}$ and its prolonged action $\phi^{(n)}_*$ defined by (III.1.10), then

$$\text{sp } \phi(a) = \phi^{(n)}_* \text{sp } a.$$  

The explicit expression of (III.1.10) for $\phi^{(n)}_*$, which involves derivatives of $\phi$ up to $n$th order, is known, see for example [107, Thm. 6.2.25], but was not recognised before as form of spectral mapping.

**Example III.1.12.** Let us continue with Example III.1.10. Let $\phi$ map all four eigenvalues $\lambda_1, \ldots, \lambda_4$ of the matrix $a$ into themselves. Then Fig. III.1.1(a) will represent the classical spectrum of $\phi(a)$ as well as $a$.

However Fig. III.1.1(c) shows mapping of the new spectrum for the case $\phi$ has orders of zeros at these points as follows: the order 1 at $\lambda_1$, exactly the order 3 at $\lambda_2$, an order at least 2 at $\lambda_3$, and finally any order at $\lambda_4$.

### III.1.5. Functional Model and Spectral Distance

Let $a$ be a matrix and $\mu(z)$ be its minimal polynomial:

$$\mu_a(z) = (z - \lambda_1)^{m_1} \cdot \ldots \cdot (z - \lambda_n)^{m_n}.$$  

If all eigenvalues $\lambda_i$ of $a$ (i.e. all roots of $\mu(z)$) belong to the unit disk we can consider the respective Blaschke product

$$B_a(z) = \prod_{i=1}^{n} \left( \frac{z - \lambda_i}{\overline{\lambda_i}z} \right)^{m_i},$$

such that its numerator coincides with the minimal polynomial $\mu(z)$. Moreover, for an unimodular $z$ we have $B_a(z) = \mu_a(z) \mu_a^{-1}(z) z^{-m}$, where $m = m_1 + \ldots + m_n$. We also have the following covariance property:

**Proposition III.1.13.** The above correspondence $a \mapsto B_a$ intertwines the $\text{SL}_2(\mathbb{R})$ action (III.1.2) on the matrices with the action (II.5.23) with $k = 0$ on functions.

The result follows from the observation that every elementary product $\frac{z - \lambda_i}{1 - \lambda_i z}$ is the Moebius transformation of $z$ with the matrix $\begin{pmatrix} 1 & -\lambda_i \\ -\overline{\lambda_i} & 1 \end{pmatrix}$. Thus the correspondence $a \mapsto B_a(z)$ is a covariant (symbolic) calculus in the sense of the Defn. II.4.23. See also the Example II.4.22.

The Jordan normal form of a matrix provides a description, which is equivalent to its contravariant spectrum. From various viewpoints, e.g. numerical approximations, it is worth to consider its stability under a perturbation. It is easy to see, that an arbitrarily small disturbance breaks the Jordan structure of a matrix. However, the result of random small perturbation will not be random, its nature is described by the following remarkable theorem:
THEOREM III.1.14 (Lidskii [196], see also [208]). Let $J_n$ be a Jordan block of a length $n > 1$ with zero eigenvalues and $K$ be an arbitrary matrix. Then eigenvalues of the perturbed matrix $J_n + \epsilon^n K$ admit the expansion

$$\lambda_j = \epsilon \xi^{1/n} + o(\epsilon), \quad j = 1, \ldots, n,$$

where $\xi^{1/n}$ represents all $n$-th complex roots of certain $\xi \in \mathbb{C}$.

The left picture in Fig. III.1.2 presents a perturbation of a Jordan block $J_{100}$ by a random matrix. Perturbed eigenvalues are close to vertices of a right polygon with 100 vertices. Those regular arrangements occur despite of the fact that eigenvalues of the matrix $K$ are dispersed through the unit disk (the right picture in Fig. III.1.2). In a sense it is rather the Jordan block regularises eigenvalues of $K$ than $K$ perturbs the eigenvalue of the Jordan block.

Although the Jordan structure itself is extremely fragile, it still can be easily guessed from a perturbed eigenvalues. Thus there exists a certain characterisation of matrices which is stable under small perturbations. We will describe a sense, in which the covariant spectrum of the matrix $J_n + \epsilon^n K$ is stable for small $\epsilon$. For this we introduce the covariant version of spectral distances motivated by the functional model. Our definition is different from other types known in the literature [260, Ch. 5].

DEFINITION III.1.15. Let $a$ and $b$ be two matrices with all their eigenvalues sitting inside of the unit disk and $B_a(z)$ and $B_b(z)$ be respective Blaschke products as defined above. The (covariant) spectral distance $d(a, b)$ between $a$ and $b$ is equal to the distance $\|B_a - B_b\|_2$ between $B_a(z)$ and $B_b(z)$ in the Hardy space on the unit circle.

Since the spectral distance is defined through the distance in $H_2$ all standard axioms of a distance are automatically satisfied. For a Blaschke products we have $|B_a(z)| = \left| \frac{z}{1+\epsilon z} \right|$.
1 if $|z| = 1$, thus $\|B_a\|_p = 1$ in any $L_p$ on the unit circle. Therefore an alternative expression for the spectral distance is:

$$d(a, b) = 2(1 - \langle B_a, B_b \rangle).$$

In particular, we always have $0 \leq d(a, b) \leq 2$. We get an obvious consequence of Prop. III.1.13, which justifies the name of the covariant spectral distance:

**Corollary III.1.16.** For any $g \in \text{SL}_2(\mathbb{R})$ we have $d(a, b) = d(g \cdot a, g \cdot a)$, where $\cdot$ denotes the Möbius action (III.1.2).

An important property of the covariant spectral distance is its stability under small perturbations.

**Theorem III.1.17.** For $n = 2$ let $\lambda_1(\epsilon)$ and $\lambda_2(\epsilon)$ be eigenvalues of the matrix $J_2 + \epsilon^2 \cdot K$ for some matrix $K$. Then

$$(\text{III.1.11}) \quad |\lambda_1(\epsilon)| + |\lambda_2(\epsilon)| = O(\epsilon), \quad \text{however} \quad |\lambda_1(\epsilon) + \lambda_2(\epsilon)| = O(\epsilon^2).$$

The spectral distance from the 1-jet at 0 to two 0-jets at points $\lambda_1$ and $\lambda_2$ bounded only by the first condition in (III.1.11) is $O(\epsilon^2)$. However the spectral distance between $J_2$ and $J_2 + \epsilon^2 \cdot K$ is $O(\epsilon^4)$.

In other words, a matrix with eigenvalues satisfying to the Lipski condition from the Thm. III.1.14 is much closer to the Jordan block $J_2$ than a generic one with eigenvalues of the same order. Thus the covariant spectral distance is more stable under perturbation that magnitude of eigenvalues. For $n = 2$ a proof can be forced through a direct calculation. We also conjecture that the similar statement is true for any $n \geq 2$.

### III.1.6. Covariant Pencils of Operators

Let $H$ be a real Hilbert space, possibly of finite dimensionality. For bounded linear operators $A$ and $B$ consider the *generalised eigenvalue problem*, that is finding a scalar $\lambda$ and a vector $x \in H$ such that:

$$(\text{III.1.12}) \quad Ax = \lambda Bx \quad \text{or equivalently} \quad (A - \lambda B)x = 0.$$ 

The standard eigenvalue problem corresponds to the case $B = I$, moreover for an invertible $B$ the generalised problem can be reduced to the standard one for the operator $B^{-1}A$. Thus it is sensible to introduce the equivalence relation on the pairs of operators:

$$(\text{III.1.13}) \quad (A, B) \sim (DA, DB) \quad \text{for any invertible operator $D$.}$$

We may treat the pair $(A, B)$ as a column vector $egin{pmatrix} A \\ B \end{pmatrix}$. Then there is an action of the $\text{SL}_2(\mathbb{R})$ group on the pairs:

$$(\text{III.1.14}) \quad g \cdot \begin{pmatrix} A \\ B \end{pmatrix} = \begin{pmatrix} aA + bB \\ cA + dB \end{pmatrix}, \quad \text{where} \quad g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{R}).$$

If we consider this $\text{SL}_2(\mathbb{R})$-action subject to the equivalence relation (III.1.13) then we will arrive to a version of the linear-fractional transformation of the operator defined in (III.1.2). There is a connection of the $\text{SL}_2(\mathbb{R})$-action (III.1.14) to the problem (III.1.12) through the following intertwining relation:
PROPOSITION III.1.18. Let \( \lambda \) and \( x \in H \) solve the generalised eigenvalue problem (III.1.12) for the pair \((A, B)\). Then the pair \((C, D) = g \cdot (A, B), \ g \in SL_2(\mathbb{R})\) has a solution \( \mu \) and \( x \), where
\[
\mu = g \cdot \lambda = \frac{a\lambda + b}{c\lambda + d}, \quad \text{for} \quad g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{R}),
\]
is defined by the Möbius transformation (I.1.1).

In other words the correspondence
\[(A, B) \mapsto \text{all generalised eigenvalues}\]
is another realisation of a covariant calculus in the sense of Defn. II.4.23. The collection of all pairs \( g \cdot (A, B), \ g \in SL_2(\mathbb{R})\) is an example of covariant pencil of operators. This set is a \( SL_2(\mathbb{R})\)-homogeneous spaces, thus it shall be within the classification of such homogeneous spaces provided in the Subsection ??.

EXAMPLE III.1.19. It is easy to demonstrate that all existing homogeneous spaces can be realised by matrix pairs.

i. Take the pair \((O, I)\) where \(O\) and \(I\) are the zero and identity \(n \times n\) matrices respectively. Then any transformation of this pair by a lower-triangular matrix from \(SL_2(\mathbb{R})\) is equivalent to \((O, I)\). The respective homogeneous space is isomorphic to the real line with the Möbius transformations (I.1.1).

ii. Consider \(H = \mathbb{R}^2\). Using the notations \(\iota\) from Subsection I.3.4 we define three realisations (elliptic, parabolic and hyperbolic) of an operator \(A_{\iota}\):
\[
(III.1.15) \quad A_{\iota} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad A_{\varepsilon} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad A_{j} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

Then for an arbitrary element \(h\) of the subgroup \(K, N\) or \(A\) the respective (in the sense of the Principle II.3.5) pair \(h \cdot (A_{\iota}, I)\) is equivalent to \((A_{\iota}, I)\) itself. Thus those three homogeneous spaces are isomorphic to the elliptic, parabolic and hyperbolic half-planes under respective actions of \(SL_2(\mathbb{R})\). Note, that \(A_{\iota}^2 = \iota^2 I\), that is \(A_{\iota}\) is a model for hypercomplex units.

iii. Let \(A\) be a direct sum of any two different matrices out of the three \(A_{\iota}\) from (III.1.15), then the fix group of the equivalence class of the pair \((A, I)\) is the identity of \(SL_2(\mathbb{R})\). Thus the corresponding homogeneous space coincides with the group itself.

Having homogeneous spaces generated by pairs of operators we can define respective functions on those spaces. The special attention is due the following paraphrase of the resolvent:
\[
R_{(A, B)}(g) = (cA + dB)^{-1} \quad \text{where} \quad g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{R}).
\]

Obviously \(R_{(A, B)}(g)\) contains the essential information about the pair \((A, B)\). Probably, the function \(R_{(A, B)}(g)\) contains too much simultaneous information, we may restrict it to get a more detailed view. For vectors \(u, v \in H\) we also consider vector and scalar-valued functions related to the generalised resolvent:
\[
R_{(A, B)}^u(g) = (cA + dB)^{-1}u, \quad \text{and} \quad R_{(A, B)}^{(u, v)}(g) = \langle (cA + dB)^{-1}u, v \rangle,
\]
where \((cA + dB)^{-1}u\) is understood as a solution \(w\) of the equation \(u = (cA + dB)w\) if it exists and is unique, this does not require the full invertibility of \(cA + dB\).

It is easy to see that the map \((A, B) \mapsto R_{(A, B)}^{[u,v]}(g)\) is a covariant calculus as well. It worth to notice that function \(R_{(A, B)}\) can again fall into three EPH cases.

**Example III.1.20.** For the three matrices \(A_i\) considered in the previous Example we denote by \(R_{(A, I)}(g)\) the resolvent-type function of the pair \((A_i, I)\). Then:

\[
R_i(g) = \frac{1}{c^2 + d^2} \begin{pmatrix} d & -c \\ c & d \end{pmatrix}, \quad R_{e}(g) = \frac{1}{d^2} \begin{pmatrix} d & -c \\ 0 & d \end{pmatrix}, \quad R_j(g) = \frac{1}{d^2 - c^2} \begin{pmatrix} d & -c \\ -c & d \end{pmatrix}.
\]

Put \(u = (1, 0) \in H\), then \(R_i(g)u\) is a two-dimensional real vector valued function with components equal to real and imaginary part of hypercomplex Cauchy kernel considered in [158].

Consider the space \(L(G)\) of functions spanned by all left translations of \(R_{(A, B)}(g)\). As usual, a closure in a suitable metric, say \(L_p\), can be taken. The left action \(g : f(h) \mapsto f(g^{-1}h)\) of \(SL_2(\mathbb{R})\) on this space is a linear representation of this group. Afterwards the representation can be decomposed into a sum of primary subrepresentations.

**Example III.1.21.** For the matrices \(A_i\) the irreducible components are isomorphic to analytic spaces of hypercomplex functions under the fraction-linear transformations build in Subsection II.3.2.

An important observation is that a decomposition into irreducible or primary components can reveal an EPH structure even in the cases hiding it on the homogeneous space level.

**Example III.1.22.** Take the operator \(A = A_i \oplus A_j\) from the Example III.1.19(iii). The corresponding homogeneous space coincides with the entire \(SL_2(\mathbb{R})\). However if we take two vectors \(u_i = (1, 0) \oplus (0, 0)\) and \(u_j = (0, 0) \oplus (1, 0)\) then the respective linear spaces generated by functions \(R_A(g)u_i\) and \(R_A(g)u_j\) will be of elliptic and hyperbolic types respectively.

Let us briefly consider a quadratic eigenvalue problem: for given operators (matrices) \(A_0, A_1\) and \(A_2\) from \(B(H)\) find a scalar \(\lambda\) and a vector \(x \in H\) such that

\[
Q(\lambda)x = 0, \quad \text{where} \quad Q(\lambda) = \lambda^2 A_2 + \lambda A_1 + A_0.
\]

There is a connection with our study of conic sections from Subsection ?? which we will only hint for now. Comparing (III.1.16) with the equation of the cycle (I.4.3) we can associate the respective Fillmore–Springer–Cnops–type matrix to \(Q(\lambda)\), cf. (??):

\[
Q(\lambda) = \lambda^2 A_2 + \lambda A_1 + A_0 \quad \Longleftrightarrow \quad C_Q = \begin{pmatrix} A_1 & A_0 \\ A_2 & -A_1 \end{pmatrix}.
\]

Then we can state the following analogue of Thm. ?? for the quadratic eigenvalues:

**Proposition III.1.23.** Let two quadratic matrix polynomials \(Q\) and \(\tilde{Q}\) are such that their FSCc matrices (III.1.17) are conjugated \(C_{\tilde{Q}} = gC_Qg^{-1}\) by an element \(g \in SL_2(\mathbb{R})\). Then \(\lambda\) is a solution of the quadratic eigenvalue problem for \(Q\) and \(x \in H\) if and only if \(\mu = g \cdot \lambda\) is a solution of the quadratic eigenvalue problem for \(\tilde{Q}\) and \(x\). Here \(\mu = g \cdot \lambda\) is the Möbius transformation (I.1.1) associated to \(g \in SL_2(\mathbb{R})\).
So quadratic matrix polynomials are non-commuting analogues of the cycles and it would be exciting to extend the geometry from Section ?? to this non-commutative setting as much as possible.

**Remark III.1.24.** It is beneficial to extend a notion of a scalar in an (generalised) eigenvalue problem to an abstract field or ring. For example, we can consider pencils of operators/matrices with polynomial coefficients. In many circumstances we may factorise the polynomial ring by an ideal generated by a collection of algebraic equations. Our work with hypercomplex units is the most elementary realisation of this setup. Indeed, the algebra of hypercomplex numbers with the hypercomplex unit $\iota$ is a realisation of the polynomial ring in a variable $t$ factored by the single quadratic relation $t^2 + \sigma = 0$, where $\sigma = \iota^2$. 
Part IV

The Heisenberg Group and Physics
LECTURE IV.1

Preview: Quantum and Classical Mechanics

…it was on a Sunday that the idea first occurred to me that $a \cdot b - b \cdot a$ might correspond to a Poisson bracket.

P.A.M. Dirac,

The following lectures describe some links between the group $SL_2(\mathbb{R})$, the Heisenberg group and hypercomplex numbers. The described relations appear in a natural way without any enforcement from our side. The discussion is illustrated by mathematical models of various physical systems.

In this chapter we will demonstrate that a Poisson bracket do not only corresponds to a commutator, in fact a Poisson bracket is the image of the commutator under a transformation which uses dual numbers.

IV.1.1. Axioms of Mechanics

There is a recent revival of interest in foundations of quantum mechanics, which is essentially motivated by engineering challenges at the nano-scale. There are strong indications that we need to revise the development of the quantum theory from its early days.

In 1926, Dirac discussed the idea that quantum mechanics can be obtained from classical description through a change in the only rule, cf. [61]:

…there is one basic assumption of the classical theory which is false, and that if this assumption were removed and replaced by something more general, the whole of atomic theory would follow quite naturally. Until quite recently, however, one has had no idea of what this assumption could be.

In Dirac’s view, such a condition is provided by the Heisenberg commutation relation of coordinate and momentum variables [61, (1)]:

(IV.1.1) \[ q_r p_r - p_r q_r = i\hbar. \]

Algebraically, this identity declares noncommutativity of $q_r$ and $p_r$. Thus, Dirac stated [61] that classical mechanics is formulated through commutative quantities (“c-numbers” in his terms) while quantum mechanics requires noncommutative quantities (“q-numbers”). The rest of theory may be unchanged if it does not contradict to the above algebraic rules. This was explicitly re-affirmed at the first sentence of the subsequent paper [60]:
The new mechanics of the atom introduced by Heisenberg may be based on the assumption that the variables that describe a dynamical system do not obey the commutative law of multiplication, but satisfy instead certain quantum conditions. The same point of view is expressed in his later works [62, p. 26; 63, p. 6].

Dirac’s approach was largely approved, especially by researchers on the mathematical side of the board. Moreover, the vague version—“quantum is something noncommutative”—of the original statement was lightly reverted to “everything noncommutative is quantum”. For example, there is a fashion to label any noncommutative algebra as a “quantum space” [55].

Let us carefully review Dirac’s idea about noncommutativity as the principal source of quantum theory.

IV.1.2. “Algebra” of Observables

Dropping the commutativity hypothesis on observables, Dirac made [61] the following (apparently flexible) assumption:

All one knows about q-numbers is that if \( z_1 \) and \( z_2 \) are two q-numbers, or one q-number and one c-number, there exist the numbers \( z_1 + z_2, \ z_1z_2, \ z_2z_1 \), which will in general be q-numbers but may be c-numbers.

Mathematically, this (together with some natural identities) means that observables form an algebraic structure known as a ring. Furthermore, the linear superposition principle imposes a liner structure upon observables, thus their set becomes an algebra. Some mathematically-oriented texts, e.g. [73, § 1.2], directly speak about an “algebra of observables” which is not far from the above quote [61]. It is also deducible from two connected statements in Dirac’s canonical textbook:

i. “the linear operators corresponds to the dynamical variables at that time” [62, § 7, p. 26].

ii. “Linear operators can be added together” [62, § 7, p. 23].

However, the assumption that any two observables may be added cannot fit into a physical theory. To admit addition, observables need to have the same dimensionality. In the simplest example of the observables of coordinate \( q \) and momentum \( p \), which units shall be assigned to the expression \( q + p \)? Meters or \( \text{kilos} \times \text{meters} / \text{seconds} \)? If we get the value 5 for \( p + q \) in the metric units, what is then the result in the imperial ones? Since these questions cannot be answered, the above Dirac’s assumption is not a part of any physical theory.

Another common definition suffering from the same problem is used in many excellent books written by distinguished mathematicians, see for example [82, § 1.1; 200, § 2-2]. It declares that quantum observables are projection-valued Borel measures on the dimensionless real line. Such a definition permit an instant construction (through the functional calculus) of new observables, including algebraically formed [200, § 2-2, p. 63]:
Because of Axiom III, expressions such as $A^2$, $A^3 + A$, $1 - A$, and $e^A$ all make sense whenever $A$ is an observable. However, if $A$ has a physical dimension (is not a scalar) then the expression $A^3 + A$ cannot be assigned a dimension in a consistent manner.\(^1\)

Of course, physical defects of the above (otherwise perfect) mathematical constructions do not prevent physicists from making correct calculations, which are in a good agreement with experiments. We are not going to analyse methods which allow researchers to escape the indicated dangers. Instead, it will be more beneficial to outline alternative mathematical foundations of quantum theory, which do not have those shortcomings.

### IV.1.3. Non-Essential Noncommutativity

While we can add two observables if they have the same dimension only, physics allows us to multiply any observables freely. Of course, the dimensionality of a product is the product of dimensionalities, thus the commutator $[A, B] = AB - BA$ is well defined for any two observables $A$ and $B$. In particular, the commutator (IV 1.1) is also well-defined, but is it indeed so important?

In fact, it is easy to argue that noncommutativity of observables is not an essential prerequisite for quantum mechanics: there are constructions of quantum theory which do not rely on it at all. The most prominent example is the Feynman path integral. To focus on the really cardinal moments, we firstly take the popular lectures \[75\], which present the main elements in a very enlightening way. Feynman managed to tell the fundamental features of quantum electrodynamics without any reference to (non-)commutativity: the entire text does not mention it anywhere.

Is this an artefact of the popular nature of these lecture? Take the academic presentation of path integral technique given in \[76\]. It mentioned (non-)commutativity only on pages 115–6 and 176. In addition, page 355 contains a remark on noncommutativity of quaternions, which is irrelevant to our topic. Moreover, page 176 highlights that noncommutativity of quantum observables is a consequence of the path integral formalism rather than an indispensable axiom.

But what is the mathematical source of quantum theory if noncommutativity is not? The vivid presentation in \[75\] uses stopwatch with a single hand to explain the calculation of path integrals. The angle of stopwatch’s hand presents the phase for a path $x(t)$ between two points in the configuration space. The mathematical expression for the path’s phase is \[76\], (2-15):

\[
\phi[x(t)] = \text{const} \cdot e^{(i/h)S[x(t)]},
\]

where $S[x(t)]$ is the classic action along the path $x(t)$. Summing up contributions (IV 1.2) along all paths between two points $a$ and $b$ we obtain the amplitude $K(a, b)$. This

---

\(^1\)These arguments are rooted in history. Vieta, the founding father of the symbolic algebra, always wrote $x^2 + x \cdot 1$ instead of $x^2 + x$: the former avoids “meaningless addition of an area to a length” expressed by the later. However, very soon Descartes said that Vieta’s notations used unnecessary geometric justifications.
amplitude presents a very accurate description of many quantum phenomena. Therefore, expression (IV.1.2) is also a strong contestant for the rôle of the cornerstone of quantum theory.

Is there anything common between two “principal” identities (IV.1.1) and (IV.1.2)? Seemingly, not. A more attentive reader may say that there are only two common elements there (in order of believed significance):

i. The non-zero Planck constant $\hbar$.

ii. The imaginary unit $i$.

The Planck constant was the first manifestation of quantum (discrete) behaviour and it is at the heart of the whole theory. In contrast, classical mechanics is oftenly obtained as a semiclassical limit $\hbar \to 0$. Thus, the non-zero Planck constant looks like a clear marker of quantum world in its opposition to the classical one. Regrettably, there is a common practice to “chose our units such that $\hbar = 1”$. Thus, the Planck constant becomes oftenly invisible in many formulae even being implicitly present there. Note also, that 1 in the identity $\hbar = 1$ is not a scalar but a physical quantity with the dimensionality of the action. Thus, the simple omission of the Planck constant invalidates dimensionalities of physical equations.

The complex imaginary unit is also a mandatory element of quantum mechanics in all its possible formulations. It is enough to point out that the popular lectures [75] managed to avoid any mention of noncommutativity but did uses complex numbers both explicitly (see the Index there) and implicitly (as rotations of the hand of a stopwatch). However, it is a common perception that complex numbers are a useful but manly technical tool in quantum theory.

**IV.1.4. Quantum Mechanics from the Heisenberg Group**

Looking for a source of quantum theory we again return to the Heisenberg commutation relations (IV.1.1): they are an important part of quantum mechanics (either as a prerequisite or as a consequence). It was observed for a long time that these relations are a representation of the structural identities of the Lie algebra of the Heisenberg group [82, 108, 109]. In the simplest case of one dimension, the Heisenberg group $\mathbb{H} = \mathbb{H}^1$ can be realised by the Euclidean space $\mathbb{R}^3$ with the group law:

$$
(s, x, y) \ast (s', x', y') = (s + s' + \frac{1}{2} \omega(x, y; x', y'), x + x', y + y')
$$

where $\omega$ is the symplectic form on $\mathbb{R}^2$ [7, §37], which is behind the entire classical Hamiltonian formalism:

$$
\omega(x, y; x', y') = xy' - x'y.
$$

Here, like for the path integral, we see another example of a quantum notion being defined through a classical object.

The Heisenberg group is noncommutative since $\omega(x, y; x', y') = -\omega(x', y'; x, y)$. The collection of points $(s, 0, 0)$ forms the centre of $\mathbb{H}$, that is $(s, 0, 0)$ commutes with any other element of the group. We are interested in the unitary irreducible representations (UIRs) $\rho$ of $\mathbb{H}$ in an infinite-dimensional Hilbert space $\mathcal{H}$, that is a group homomorphism $(\rho(g_1)\rho(g_2) = \rho(g_1 \ast g_2))$ from $\mathbb{H}$ to unitary operators on $\mathcal{H}$. By Schur’s
IV.1.5. Classical Noncommutativity

For such a representation $\rho$, the action of the centre shall be multiplication by an unimodular complex number, i.e. $\rho(s, 0, 0) = e^{2\pi i hs}$ for some real $h \neq 0$.

Furthermore, the celebrated Stone–von Neumann theorem [82, § 1.5] tells that all UIRs of $\mathbb{H}$ in complex Hilbert spaces with the same value of $h$ are unitary equivalent. In particular, this implies that any realisation of quantum mechanics, e.g. the Schrödinger wave mechanics, which provides the commutation relations (IV.1.1) shall be unitary equivalent to the Heisenberg matrix mechanics based on these relations.

In particular, any UIR of $\mathbb{H}$ is equivalent to a subrepresentation of the following representation on $L^2(\mathbb{R}^2)$:

$$\rho_h(s, x, y) : f(q, p) \mapsto e^{-2\pi i(hs + q x + py)} f(q - \frac{h}{2} y, p + \frac{h}{2} x).$$

Here $\mathbb{R}^2$ has the physical meaning of the classical phase space with $q$ representing the coordinate in the configurational space and $p$—the respective momentum. The function $f(q, p)$ in (IV.1.5) presents a state of the physical system as an amplitude over the phase space. Thus, the action (IV.1.5) is more intuitive and has many technical advantages [82, 109, 275] in comparison with the well-known Schrödinger representation (cf. (IV.1.16)), to which it is unitary equivalent, of course.

Infinitesimal generators of the one-parameter subgroups $\rho_h(0, x, 0)$ and $\rho_h(0, 0, y)$ from (IV.1.5) are the operators $\frac{1}{2} h \partial_p - 2\pi i q$ and $-\frac{1}{2} h \partial_q - 2\pi i p$. For these, we can directly verify the commutator identity:

$$[-\frac{1}{2} h \partial_q - 2\pi i p, \frac{1}{2} h \partial_p - 2\pi i q] = i h, \quad \text{where } h = 2\pi \hbar.$$

Since we have a representation of (IV.1.1), these operators can be used as a model of the quantum coordinate and momentum.

For a Hamiltonian $H(q, p)$ we can integrate the representation $\rho_h$ with the Fourier transform $\hat{H}(x, y)$ of $H(q, p)$:

$$(IV.1.6) \quad \hat{H} = \int_{\mathbb{R}^2} \hat{H}(x, y) \rho_h(0, x, y) \, dx \, dy$$

and obtain (possibly unbounded) operator $\hat{H}$ on $L^2(\mathbb{R}^2)$. This assignment of the operator $\hat{H}$ (quantum observable) to a function $H(q, p)$ (classical observable) is known as the Weyl quantization or a Weyl calculus [82, § 2.1]. The Hamiltonian $\hat{H}$ defines the dynamics of a quantum observable $\hat{k}$ by the Heisenberg equation:

$$(IV.1.7) \quad \frac{\hbar}{i} \frac{d\hat{k}}{dt} = \hat{H}\hat{k} - \hat{k}\hat{H}.$$
use the nilpotent unit $\varepsilon$ such that $\varepsilon^2 = 0$. The dual numbers generated by nilpotent unit were already known for their connections with Galilean relativity [93, 273] – the fundamental symmetry of classical mechanics – thus its appearance in our discussion shall not be very surprising after all. Rather, we may wander why the following construction was unnoticed for such a long time.

Another important feature of our scheme is that the classical mechanics is presented by a noncommutative model. Therefore, it will be a refutation of Dirac’s claim about the exclusive role of noncommutativity for quantum theory. Moreover, the model is developed from the same Heisenberg group, which were used above to describe the quantum mechanics.

Consider a four-dimensional algebra $\mathcal{C}$ spanned by $1$, $i$, $\varepsilon$ and $i\varepsilon$. We can define the following representation $\rho_{\varepsilon h}$ of the Heisenberg group in a space of $\mathcal{C}$-valued smooth functions [160, 162]:

\[
\rho_{\varepsilon h}(s, x, y) : f(q, p) \mapsto e^{-2\pi i(xq + yp)} \left( f(q, p) + \varepsilon h \left( 2\pi sf(q, p) - \frac{i\varepsilon h}{2} f_q'(q, p) + \frac{i\varepsilon h}{2} f_p'(q, p) \right) \right).
\]

A simple calculation shows the representation property

\[
\rho_{\varepsilon h}(s, x, y)\rho_{\varepsilon h}(s', x', y') = \rho_{\varepsilon h}((s, x, y) \ast (s', x', y'))
\]

for the multiplication (IV.1.3) on $\mathbb{H}$. Since this is not a unitary representation in a complex-valued Hilbert space its existence does not contradict the Stone–von Neumann theorem. Both representations (IV.1.5) and (IV.1.8) are noncommutative and act on functions over the phase space. The important distinction is:

- The representation (IV.1.5) is induced (in the sense of Mackey [123, § 13.4]) by the complex-valued unitary character $\rho_h(s, 0, 0) = e^{2\pi i hs}$ of the centre of $\mathbb{H}$.
- The representation (IV.1.8) is similarly induced by the dual number-valued character $\rho_{\varepsilon h}(s, 0, 0) = e^{\varepsilon hs} = 1 + \varepsilon hs$ of the centre of $\mathbb{H}$, cf. [157]. Here dual numbers are the associative and commutative two-dimensional algebra spanned by $1$ and $\varepsilon$.

Similarity between (IV.1.5) and (IV.1.8) is even more striking if (IV.1.8) is written\(^2\) as:

\[
\rho_h(s, x, y) : f(q, p) \mapsto e^{-2\pi i(\varepsilon hs + i(qx + py))} f \left( q - \frac{i\varepsilon h}{2} x, p + \frac{i\varepsilon h}{2} y \right).
\]

Here, for a differentiable function $k$ of a real variable $t$, the expression $k(t + \varepsilon a)$ is understood as $k(t) + \varepsilon ak'(t)$, where $a \in \mathbb{C}$ is a constant. For a real-analytic function $k$ this can be justified through its Taylor’s expansion, see [41; 58; 59; 93; 276, § 1.2(10)]. The same expression appears within the non-standard analysis based on the idempotent unit $\varepsilon$ [19].

The infinitesimal generators of one-parameter subgroups $\rho_{\varepsilon h}(0, x, 0)$ and $\rho_{\varepsilon h}(0, 0, y)$ in (IV.1.8) are

\[
d\rho_{\varepsilon h}^X = -2\pi i q - \frac{\varepsilon h}{4\pi i} \partial_p \quad \text{and} \quad d\rho_{\varepsilon h}^Y = -2\pi i p + \frac{\varepsilon h}{4\pi i} \partial_q,
\]

\(^2\)I am grateful to Prof. N.A. Gromov, who suggested this expression.
respectively. We calculate their commutator:

\[ (IV.1.10) \quad d\rho^X_{\epsilon h} \cdot d\rho^Y_{\epsilon h} - d\rho^Y_{\epsilon h} \cdot d\rho^X_{\epsilon h} = \epsilon h. \]

It is similar to the Heisenberg relation (IV.1.1): the commutator is non-zero and is proportional to the Planck constant. The only difference is the replacement of the imaginary unit by the nilpotent one. The radical nature of this change becomes clear if we integrate this representation with the Fourier transform \( \hat{H}(x, y) \) of a Hamiltonian function \( H(q, p) \):

\[ (IV.1.11) \quad \dot{\hat{H}} = \int_{\mathbb{R}^{2n}} \hat{H}(x, y) \rho_{\epsilon h}(0, x, y) \, dx \, dy = H + \frac{\epsilon h}{2} \left( \frac{\partial H}{\partial p} \frac{\partial}{\partial q} - \frac{\partial H}{\partial q} \frac{\partial}{\partial p} \right). \]

This is a first order differential operator on the phase space. It generates a dynamics of a classical observable \( k \) – a smooth real-valued function on the phase space – through the equation isomorphic to the Heisenberg equation (IV.1.7):

\[ \epsilon h \frac{dk}{dt} = \dot{\hat{H}} k - k \dot{\hat{H}}. \]

Making a substitution from (IV.1.11) and using the identity \( \epsilon^2 = 0 \) we obtain:

\[ (IV.1.12) \quad \frac{dk}{dt} = \frac{\partial H}{\partial p} \frac{\partial k}{\partial q} - \frac{\partial H}{\partial q} \frac{\partial k}{\partial p}. \]

This is, of course, the Hamilton equation of classical mechanics based on the Poisson bracket. Dirac suggested, see the paper’s epigraph, that the commutator corresponds to the Poisson bracket. However, the commutator in the representation (IV.1.8) is exactly the Poisson bracket.

Note also, that both the Planck constant and the nilpotent unit disappeared from (IV.1.12), however we did use the fact \( h \neq 0 \) to make this cancellation. Also, the shy disappearance of the nilpotent unit \( \epsilon \) at the very last minute can explain why its rôle remain unnoticed for a long time.

**IV.1.6. Summary**

We revised mathematical foundations of quantum and classical mechanics and the rôle of hypercomplex units \( i^2 = -1 \) and \( \epsilon^2 = 0 \) there. To make the consideration complete, one may wish to consider the third logical possibility of the hyperbolic unit \( j \) with the property \( j^2 = 1 \) [112, 120, 157, 161, 162, 228, 263], see Section IV.4.4.

The above discussion provides the following observations [163]:

i. Noncommutativity is not a crucial prerequisite for quantum theory, it can be obtained as a consequence of other fundamental assumptions.

ii. Noncommutativity is not a distinguished feature of quantum theory, there are noncommutative formulations of classical mechanics as well.

iii. The non-zero Planck constant is compatible with classical mechanics. Thus, there is no a necessity to consider the semiclassical limit \( \hbar \to 0 \), where the constant has to tend to zero.
iv. There is no a necessity to request that physical observables form an algebra, which is a physical non-sense since we cannot add two observables of different dimensionalities. Quantization can be performed by the Weyl recipe, which requires only a structure of a linear space in the collection of all observables with the same physical dimensionality.

v. It is the imaginary unit in (IV.1.1), which is ultimately responsible for most of quantum effects. Classical mechanics can be obtained from the similar commutator relation (IV.1.10) using the nilpotent unit $\varepsilon^2 = 0$.

In Dirac’s opinion, quantum noncommutativity was so important because it guarantees a non-trivial commutator, which is required to substitute the Poisson bracket. In our model, multiplication of classical observables is also non-commutative and the Poisson bracket exactly is the commutator. Thus, these elements do not separate quantum and classical models anymore.

Our consideration illustrates the following statement on the exceptional rôle of the complex numbers in quantum theory:

…for the first time, the complex field $\mathbb{C}$ was brought into physics at a fundamental and universal level, not just as a useful or elegant device, as had often been the case earlier for many applications of complex numbers to physics, but at the very basis of physical law. [224]

In the 1960s it was said (in a certain connection) that the most important discovery of recent years in physics was the complex numbers. [201, p. 90]

Thus, Dirac may be right that we need to change a single assumption to get a transition between classical mechanics and quantum. But, it shall not be a move from commutative to noncommutative. Instead, we need to replace a representation of the Heisenberg group induced from a dual number-valued character by the representation induced by a complex-valued character. Our conclusion can be stated like a proportionality:

$$\text{Classical}/\text{Quantum}=\text{Dual numbers}/\text{Complex numbers}.$$
The Heisenberg Group

The relations, which define the Heisenberg group or its Lie algebra, are of a fundamental nature and appeared in very different areas. For example, the basic operators of differentiation and multiplication by an independent variable in analysis satisfy to the same commutation relations as observables of momentum and coordinate in quantum mechanics.

It is very easy to oversee those common structures. Roger Howe said in [108]:

An investigator might be able to get what he wanted out of a situation while overlooking the extra structure imposed by the Heisenberg group, structure which might enable him to get much more.

We shall start from the general properties the Heisenberg group and its representations. Many important applications will follow.

REMARK IV.2.1. It is worth to mention that the Heisenberg group is also known as the Weyl (or Heisenberg–Weyl) group in physical literature. It is another illustration of its perception as an extraneous object: physicists call it by the name of a mathematician, and mathematicians by the name of a physicists.

To add more confusion the Lie algebra of the Heisenberg group is called Weyl algebra. However, the commutator relations \([Q, P] = I\) in the Weyl algebra are called Heisenberg commutator relations, however the commutation relation \(sm = qms\) in the representation the Heisenberg group are known as the Weyl commutation relation. The most obvious simplification would be to call every above object the Heisenberg–Weyl. However we will use the most common names in this work.

IV.2.1. The Symplectic Form and the Heisenberg group

Let \(n \geq 1\) be an integer. For two real \(n\)-vectors \(x, y \in \mathbb{R}^n\), we write \(xy\) for their inner product:

\[
xy = x_1 y_1 + x_2 y_2 + \cdots + x_n y_n, \quad \text{where } x = (x_1, x_2, \ldots, x_n), \ y = (y_1, y_2, \ldots, y_n).
\]

Similarly for complex vectors \(z, w \in \mathbb{C}^n\), we define:

\[
zw = z_1 \bar{w_1} + z_2 \bar{w_2} + \cdots + z_n \bar{w_n}, \quad \text{where } z = (z_1, z_2, \ldots, z_n), \ w = (w_1, w_2, \ldots, w_n).
\]

The following notion is the central for Hamiltonian formulation of classical mechanics [7, § 37].
**Definition IV.2.2.** The symplectic form $\omega$ on $\mathbb{R}^{2n}$ is a function of two vectors such that:

\[
\omega(x, y; x', y') = xy' - x'y, \quad \text{where } (x, y), (x', y') \in \mathbb{R}^{2n}.
\]

**Exercise IV.2.3.** Check the following properties:

i. $\omega$ is anti-symmetric $\omega(x, y; x', y') = -\omega(x', y'; x, y)$.

ii. $\omega$ is bilinear:

\[
\omega(x, y; \alpha x', \alpha y') = \alpha \omega(x, y; x', y'), \\
\omega(x, y; x' + x'', y' + y'') = \omega(x, y; x', y') + \omega(x, y; x'', y'').
\]

iii. Let $z = x + iy$ and $w = x' + iy'$ then $\omega$ can be expressed through the complex inner product (IV.2.2) as $\omega(x, y; x', y') = -\mathcal{I}(zw)$.

iv. The symplectic form on $\mathbb{R}^2$ is equal to $\det \begin{pmatrix} x & x' \\ y & y' \end{pmatrix}$. Consequently it vanishes if and only if $(x, y)$ and $(x', y')$ are collinear.

v. Let $A \in \text{SL}_2(\mathbb{R})$ be a real $2 \times 2$ matrix with the unit determinant. Define:

\[
\begin{pmatrix} \tilde{x} \\ \tilde{y} \end{pmatrix} = A \begin{pmatrix} x \\ y \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} \tilde{x}' \\ \tilde{y}' \end{pmatrix} = A \begin{pmatrix} x' \\ y' \end{pmatrix}.
\]

Then, $\omega(\tilde{x}, \tilde{y}; \tilde{x}', \tilde{y}') = \omega(x, y; x', y')$. Moreover, the symplectic group $\text{Sp}(2)$—the set of all linear transformations of $\mathbb{R}^2$ preserving $\omega$—coincides with $\text{SL}_2(\mathbb{R})$.

Now we define the main object of our consideration.

**Definition IV.2.4.** An element of the n-dimensional Heisenberg group $\mathbb{H}^n$ [82,109] is $(s, x, y) \in \mathbb{R}^{2n+1}$, where $s \in \mathbb{R}$ and $x, y \in \mathbb{R}^n$. The group law on $\mathbb{H}^n$ is given as follows:

\[
(s, x, y) \cdot (s', x', y') = (s + s' + \frac{1}{2} \omega(x, y; x', y'), x + x', y + y'),
\]

where $\omega$ the symplectic form.

For the sake of simplicity, we will work with the one-dimensional Heisenberg group $\mathbb{H}^1$ on several occasions. This shall be mainly in the cases involving the symplectic group, since we want to stay the basic case $\text{Sp}(2) \sim \text{SL}_2(\mathbb{R})$. However, consideration of the general case of $\mathbb{H}^n$ is similar in most respects.

**Exercise IV.2.5.** For the Heisenberg group $\mathbb{H}^n$, check that:

i. The unit is $(0, 0, 0)$ and the inverse $(s, x, y)^{-1} = (-s, -x, -y)$.

ii. It is a non-commutative Lie group. **Hint:** Use the properties of the symplectic form from the Exercise IV.2.3. For example, the associativity follows from the linearity of $\omega$.

iii. It has the centre

\[
Z = \{(s, 0, 0) \in \mathbb{H}^n, \ s \in \mathbb{R}\}.
\]

The group law on $\mathbb{H}^n$ can be expressed in several equivalent forms.
Exercise IV.2.6. 

i. Introduce complexified coordinates \((s, z)\) on \(\mathbb{H}^1\) with 
\[ z = x + iy. \]
Then the group law can be written as:
\[ (s, z) \cdot (s', z') = (s + s' + \frac{1}{2}J(z'\bar{z}), z + z'). \]

ii. Show that the set \(\mathbb{R}^3\) with the group law
\[ (s, x, y) \cdot (s', x', y') = (s + s' + xy', x + x', y + y') \]
is isomorphic to the Heisenberg group \(\mathbb{H}^1\). It is called polarised Heisenberg group [82, §1.2]. Hint: Use the explicit form of the homomorphism \((s, x, y) \mapsto (s + \frac{1}{2}xy, x, y)\).

iii. Define the map \(\phi: \mathbb{H}^1 \to M_3(\mathbb{R})\) by
\[ \phi(s, x, y) = \begin{pmatrix} 1 & x & s + \frac{1}{2}xy \\ 0 & 1 & y \\ 0 & 0 & 1 \end{pmatrix}. \]
This is a group homomorphism from \(\mathbb{H}^1\) to the group of \(3 \times 3\) matrices with the unit determinant and the matrix multiplication as the group operation. Write also a group homomorphism from the polarised Heisenberg group to \(M_3(\mathbb{R})\).

iv. Expand the above items from this Exercise to \(\mathbb{H}^n\).

IV.2.2. Lie algebra of the Heisenberg group

The Lie algebra of the Heisenberg group \(h_1\) is also called Weyl algebra. From the general theory we know, that \(h_1\) is a three-dimensional real vector space, thus, it can be identified as a set with the group \(\mathbb{H}^1 \sim \mathbb{R}^3\) itself.

There are several standard possibilities to realise \(h_1\), cf. Sect. I.2.3. Firstly, we link \(h_1\) with one-parameter subgroups as in Sect. I.2.3.1.

Exercise IV.2.7. 

i. Show that \(3 \times 3\) matrices from (IV.2.8) are created by the following exponential map:
\[ \exp \begin{pmatrix} 0 & x & s \\ 0 & 0 & y \\ 0 & 0 & 0 \end{pmatrix} = \begin{pmatrix} 1 & x & s + \frac{1}{2}xy \\ 0 & 1 & y \\ 0 & 0 & 1 \end{pmatrix}. \]

Thus \(h_1\) isomorphic to the vector space of matrices in the left-hand side. We can define the explicit identification \(\exp: h_1 \to \mathbb{H}^1\) by (IV.2.9), which is also known as the exponential coordinates on \(\mathbb{H}^1\).

ii. Define the basis of \(h_1\):
\[ S = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad X = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}. \]

Write the one-parameter subgroups of \(\mathbb{H}^1\) generated by \(S, X\) and \(Y\).

Another possibility is a description of \(h_1\) as the collection of invariant vector fields, see Sect. I.2.3.2.
Exercise IV.2.8. i. Check that the following vector fields on $\mathbb{H}^1$ are left (right) invariant:

$$S^{1(r)} = \pm \partial_s, \quad X^{1(r)} = \pm \partial_x - \frac{1}{2} y \partial_s, \quad Y^{1(r)} = \pm \partial_y + \frac{1}{2} x \partial_s.$$  

Show also that they are linearly independent and, thus, are bases the Lie algebra $\mathfrak{h}_1$ in two different realisations.

ii. Calculate one-parameter groups of right (left) shifts on $\mathbb{H}^1$ generated by these vector fields.

The principal operation on a Lie algebra, besides the linear structure, is the commutator $[A, B] = AB - BA$, see Sect. I.2.3.3. In the above exercises we can define the commutator for matrices and vector fields through the corresponding algebraic operations in these algebras.

Exercise IV.2.9. i. Check that bases from (IV.2.10) and (IV.2.11) satisfy the Heisenberg commutator relation

$$[X^{1(r)}, Y^{1(r)}] = S^{1(r)}$$

and all other commutators vanishing. More generally:

$$[A, A'] = \omega(x, y; x', y') S,$$  

where $A^{(r)} = s^{(r)} S + x^{(r)} X + y^{(r)} Y,$

and $\omega$ is the symplectic form.

ii. Show that any second (and, thus, any higher) commutator $[[A, B], C]$ on $\mathfrak{h}_1$ vanishes. This property can be stated as “the Heisenberg group is a step 2 nilpotent Lie group”.

iii. Check the formula

$$\exp(A) \exp(B) = \exp(A + B + \frac{1}{2} [A, B]),$$  

where $A, B \in \mathfrak{h}_1$.

The formula is also true for any step 2 nilpotent Lie group and is a particular case of the Baker–Campbell–Hausdorff formula. Hint: In the case of $\mathbb{H}^1$ you can use the explicit form of the exponential map (IV.2.9).

iv. Define the vector space decomposition

$$\mathfrak{h}_1 = V_0 \oplus V_1,$$  

such that $V_0 = [V_1, V_1]$.

Consequently, we can start from definition of the Lie algebra $\mathfrak{h}_n$ through the commutation relations (IV.2.12). Thereafter, $\mathbb{H}^n$ and the group law (IV.2.5) can be derived from the exponentiation of $\mathfrak{h}_n$.

We note that any element $A \in \mathfrak{h}_1$ defines an adjoint map $\text{ad}(A) : B \mapsto [A, B]$ on $\mathfrak{h}_1$.

Exercise IV.2.10. Write matrices corresponding to transformations $\text{ad}(S), \text{ad}(X), \text{ad}(Y)$ of $\mathfrak{h}_1$ in the basis $S, X, Y$.

IV.2.3. Automorphisms of the Heisenberg group

Erlangen programme suggest investigate invariants under group action. This recipe can be applied recursively to groups themselves. Transformations of a group which preserve its structure are called group automorphisms.

Exercise IV.2.11. Check that the following are automorphisms of $\mathbb{H}^1$:...
i. Inner automorphisms or conjugation with \((s, x, y) \in \mathbb{H}^1\):

\[
(s', x', y') \mapsto (s, x, y) \cdot (s', x', y') \cdot (s, x, y)^{-1} = (s' + \omega(x, y; x', y'), x', y')
\]

(IV.2.16)

\[
= (s' + xy' - x'y', x', y').
\]

ii. Symplectic maps \((s, x, y) = (s, \tilde{x}, \tilde{y})\), where \(\left(\begin{array}{c}
\tilde{x} \\
\tilde{y}
\end{array}\right) = A \left(\begin{array}{c}
x \\
y
\end{array}\right)\) with \(A\) from the symplectic group \(\text{Sp}(2) \sim \text{SL}_2(\mathbb{R})\), see Exercise IV.2.3.v.

iii. Dilations: \((s, x, y) \mapsto (r^2 s, rx, ry)\) for a positive real \(r\).

iv. Inversion: \((s, x, y) \mapsto (-s, y, x)\).

The last three types of transformations are outer automorphisms.

In fact we listed all ingredients of the automorphism group.

**Exercise IV.2.12.** Show that

i. Automorphism groups of \(\mathbb{H}^1\) and \(h_1\) coincide as groups of maps of \(\mathbb{R}^3\) onto itself. **Hint:** Use the exponent map and the relation (IV.2.14). The crucial step is a demonstration that any automorphism of \(\mathbb{H}^1\) is a linear map of \(\mathbb{R}^3\). See details in [82, Ch. 1, (1.21)]

ii. All transforms from Exercise IV.2.11 viewed as automorphisms of \(h_1\) preserve the decomposition (IV.2.15).

iii. Every automorphism of \(\mathbb{H}^1\) can be written uniquely as composition of a symplectic map, an inner automorphism, a dilation and a power \((\mod 2)\) of the inversion from Exercise IV.2.11. **Hint:** Any automorphism is a linear map (by the previous item) of \(\mathbb{R}^3\) which maps the centre \(Z\) to itself. Thus it shall have the form \((s, x, y) \mapsto (cs + ax + by, T(x, y))\), where \(a, b\) and \(c\) are real and \(T\) is a linear map of \(\mathbb{R}^2\), see [82, Ch. 1, (1.22)].

The symplectic automorphisms from Exercise IV.2.11.i can be characterised as the group of outer automorphisms of \(\mathbb{H}^1\), which trivially acts on the centre of \(\mathbb{H}^1\). It is the group of symmetries of the symplectic form \(\omega\) in (IV.2.5) [82, Thm. 1.22; 108, p. 830]. The symplectic group is isomorphic to \(\text{SL}_2(\mathbb{R})\) considered in the first half of this work, see Exercise IV.2.3.v. For future use we will need \(\widetilde{\text{Sp}}(2)\) which is the double cover of \(\text{Sp}(2)\).

We can build the semidirect product \(G = \mathbb{H}^1 \rtimes \widetilde{\text{Sp}}(2)\) with the standard group law for semidirect products:

(IV.2.17) \((h, g) \ast (h', g') = (h \ast g(h'), g \ast g'), \) where \(h, h' \in \mathbb{H}^1\), \(g, g' \in \widetilde{\text{Sp}}(2)\),

and the stars denote the respective group operations while the action \(g(h')\) is defined as the composition of the projection map \(\widetilde{\text{Sp}}(2) \rightarrow \text{Sp}(2)\) and the action (IV.2.4). This group is sometimes called the *Schrödinger group* and it is known as the maximal kinematical invariance group of both the free Schrödinger equation and the quantum harmonic oscillator [211]. This group is of interest not only in quantum mechanics but also in optics [258, 259].

Consider the Lie algebra \(\text{sp}_2\) of the group \(\text{Sp}(2)\). We again use the basis \(A, B, Z\) (II.3.13) with commutators (II.3.14). Vectors \(Z, B - Z/2\) and \(B\) are generators of the one-parameter subgroups \(K, N'\) and \(A'\) (I.3.8–I.3.10) respectively. Furthermore we
can consider the basis \( \{ S, X, Y, A, B, Z \} \) of the Lie algebra \( \mathfrak{g} \) of the Schrödinger group \( G = \mathbb{H}^1 \times \text{Sp}(2) \). All non-zero commutators besides those already listed in (IV.2.12) and (II.3.14) are:

\begin{align*}
\text{(IV.2.18)} & \quad [A, X] = \frac{1}{2} X, \quad [B, X] = -\frac{1}{2} Y, \quad [Z, X] = Y; \\
\text{(IV.2.19)} & \quad [A, Y] = -\frac{1}{2} Y, \quad [B, Y] = -\frac{1}{2} X, \quad [Z, Y] = -X.
\end{align*}

### IV.2.4. Subgroups of \( \mathbb{H}^n \) and Homogeneous Spaces

We want to classify up to certain equivalences all possible \( \mathbb{H}^1 \)-homogeneous spaces. According to Sect. I.2.2.2 we will look for continuous subgroups of \( \mathbb{H}^1 \).

One-dimensional continuous subgroups of \( \mathbb{H}^1 \) can be classified up to group automorphism. Two one-dimensional subgroups of \( \mathbb{H}^1 \) are the centre \( Z \) (IV.2.6) and

\[ H_x = \{(0, t, 0) \in \mathbb{H}^n, \ t \in \mathbb{R}\}. \]

**Exercise IV.2.13.** Show that

i. There is no automorphism of \( \mathbb{H}^1 \) which maps \( Z \) to \( H_x \).

ii. For any one-parameter continuous subgroup \( H \) of \( \mathbb{H}^1 \) there is an automorphism of \( \mathbb{H}^1 \) which maps \( H \) either to \( Z \) or \( H_x \).

Next, for a subgroup \( H \) we wish to describe the respective homogeneous space \( X = \mathbb{H}^1/H \) and actions of \( \mathbb{H}^1 \) on \( X \). See, Section I.2.2.2 for the background general theory and definitions of maps \( p : \mathbb{H}^1 \to X \) and \( s : X \to \mathbb{H}^1 \).

**Exercise IV.2.14.** Check that:

i. Both homogeneous spaces \( \mathbb{H}^1/Z \) and \( \mathbb{H}^1/H_x \) are parametrised by \( \mathbb{R}^2 \);

ii. The \( \mathbb{H}^1 \)-action on \( \mathbb{H}^1/Z \) is:

\[ (s, x, y) : (x', y') \mapsto (x + x', y + y'). \]

**Hint:** Use the following maps: \( p : (s', x', y') \mapsto (x', y'), s : (x', y') \mapsto (0, x', y').\)

iii. The \( \mathbb{H}^1 \)-action on \( \mathbb{H}^1/H_x \) is:

\[ (s, x, y) : (s', y') \mapsto (s + s' + \frac{1}{2} xy, y + y'). \]

**Hint:** Use the following maps: \( p : (s', x', y') \mapsto x', s : x' \mapsto (0, x', 0).\)

The classification of two-dimensional subgroups is as follows:

**Exercise IV.2.15.** Show that

i. For any two-dimensional continuous subgroup of \( \mathbb{H}^1 \) there is an automorphism of \( \mathbb{H}^1 \) which maps the subgroup to

\[ H'_x = \{(s, 0, y) \in \mathbb{H}^1, \ s, y \in \mathbb{R}\}. \]

ii. The homogeneous space \( \mathbb{H}^1/H'_x \) is parametrised by \( \mathbb{R} \).

iii. \( \mathbb{H}^1 \)-action on \( \mathbb{H}^1/H'_x \) is

\[ (s, x, y) : x' \mapsto x + x' \]

**Hint:** Use the maps \( p : (s', x', y') \mapsto x' \) and \( s : x' \mapsto (0, x', 0).\)
Actions (IV.2.21) and (IV.2.24) are Euclidean shifts and much more simple than the Möbius action of the group $\text{SL}_2(\mathbb{R})$ (I.1.1). Nevertheless, the associated representations of the Heisenberg group will be far from trivial.
Representations of the Heisenberg Group

The Heisenberg group, as many other things, is worth to be seen in action. We are going to describe various form of its actions on linear spaces, that is, representations of \( \mathbb{H}^n \).

**IV.3.1. Left Regular Representations and Its Subrepresentations**

As usual, we can extend geometrical action of \( \mathbb{H}^1 \) on itself by left shift to a linear representation

\[
\Lambda(g) : f(g') \mapsto f(g^{-1}g'), \quad g, g' \in \mathbb{H}^1
\]
on a certain linear space of functions.

**Exercise IV.3.1.** Check that the Lebesgue measure \( dg = ds dx dy \) on \( \mathbb{H}^1 \sim \mathbb{R}^3 \) is invariant under the left shift (IV.3.1).

Thus the (left invariant) **Haar measure** on \( \mathbb{H}^1 \) coincides with the Lebesgue measure. The same measure is also invariant under the right shifts, thus \( \mathbb{H}^1 \) is **unimodular**. Consequently, the action (IV.3.1) on \( L_2(\mathbb{H}, dg) \) is unitary, it is called the **left regular** representation. Moreover, the action (IV.3.1) on the Banach space \( L_p(\mathbb{H}, dg) \) for any \( 1 \leq p < \infty \) is also an isometry.

The left regular representation (IV.3.1) is reducible on \( L_2(\mathbb{H}, dg) \). To find its (possibly irreducible) subrepresentations, we can construct linear representations of \( \mathbb{H}^1 \) by induction from a character \( \chi \) of the centre \( Z \), see Section II.3 and [123, § 13]. There are several equivalent forms for the construction, here we prefer the following one, cf. § II.3.2 and [123, § 13; 257, Ch. 5].

Let \( \chi \) be a character of \( Z \), that is, a group homomorphism of \( Z \) to the group of unimodular complex numbers. Let \( F_\chi^X(\mathbb{H}^1) \) be the space of functions on \( \mathbb{H}^1 \) having the properties:

\[
(\text{IV.3.2}) \quad f(gh) = \chi(h)f(g), \quad \text{for all } g \in \mathbb{H}^n, \ h \in Z
\]

and

\[
(\text{IV.3.3}) \quad \int_{\mathbb{R}^2} |f(0, x, y)|^2 \, dx \, dy < \infty.
\]

Then \( F_\chi^X(\mathbb{H}^1) \) is invariant under the left shifts (IV.3.1) and those shifts restricted to \( F_\chi^X(\mathbb{H}^1) \) make a representation \( \rho_\chi \) of \( \mathbb{H}^1 \) induced by \( \chi \).

**Exercise IV.3.2.** Check that the induced representation is unitary if \( F_\chi^X(\mathbb{H}^1) \) is considered as a Hilbert space with the norm defined by the integral in (IV.3.3).
However, the representation $\rho_\chi$ is not necessarily irreducible. Indeed, left shifts are commuting with the right action of the group. Thus, any subspace of null-solutions of a linear combination $aS + \sum_{j=1}^n (b_jX_j + c_jY_j)$ of left-invariant vector fields is left-invariant and we can restrict $\rho_\chi$ to this subspace. The left-invariant differential operators define analytic condition for functions, cf. Cor. II.6.34.

**Example IV.3.3.** The function $f_0(s, x, y) = e^{ihs - h(x^2 + y^2)/4}$, where $h = 2\pi\hbar$ is a real number, belongs to $F^2_2(\mathbb{H}^n)$ for the character $\chi(s) = e^{ihs}$. It is also a null solution for all the operators $X_j - iY_j$. The closed linear span of functions $f_g = \Lambda(g)f_0$ is invariant under left shifts and provide a model for the representation Heisenberg group, cf. below (IV.3.7).

**IV.3.2. Induced Representations on Homogeneous Spaces**

We can also build representations on the homogeneous spaces using the formula (II.3.6). We briefly remind this alternative construction of induced representations here [123, § 13.2]. Consider a subgroup $H$ of a group $G$. Let a smooth section $s : G/H \to G$ be a right inverse of the natural projection $\rho : G \to G/H$. Thus any element $g \in G$ can be uniquely decomposed as $g = s(\rho(g)) \ast r(g)$ where the map $r : G \to H$ is defined by the previous identity. For a character $\chi$ of $H$ we can define a lifting $\mathcal{L}_\chi : L_2(G/H) \to L_2^G(G)$ as follows:

$$[\mathcal{L}_\chi f](g) = \chi(r(g))f(\rho(g)) \quad \text{where } f(x) \in L_2(G/H).$$

The image space of the lifting $\mathcal{L}_\chi$ satisfies to (IV.3.2) and is invariant under left shifts. We also define the pulling $\mathcal{P} : L_2^G(G) \to L_2(G/H)$, which is a left inverse of the lifting and explicitly can be given, for example, by $[\mathcal{P}f](x) = F(s(x))$. Then the induced representation on $L_2(G/H)$ is generated by the formula

$$\rho_\chi(g) = \mathcal{P} \circ \Lambda(g) \circ \mathcal{L} \quad \text{(IV.3.5)}$$

It implies the formula (II.3.6) for induced representations on the homogeneous spaces:

$$[\rho_\chi(g)f](x) = \chi(r(g^{-1} \ast s(x)))f(g^{-1} \cdot x). \quad \text{(IV.3.6)}$$

The corresponding forms of the induced representations are:

i. For $H = Z$ the map $r : \mathbb{H}^1 \to Z$ is $r(s, x, y) = (s, 0, 0)$. For the character $\chi_{\hbar}(s, 0, 0) = e^{2\pi ihs}$, the representation of $\mathbb{H}^1$ on $L_2(\mathbb{R}^2)$ is, cf. (IV.2.21):

$$[\rho_{\hbar}(s, x, y)f](x', y') = e^{2\pi i\hbar(-s - \frac{1}{4} \omega(x, y; x', y'))}f(x' - x, y' - y). \quad \text{(IV.3.7)}$$

The Fourier transform maps this representation to the Fock–Segal–Bargmann (FSB) representation (IV.3.20), see Exercise IV.3.5.

ii. For $H = H_\chi$ the map $r(s, x, y) = (0, x, 0)$. For the character $\chi(0, x, 0) = e^{2\pi i\hbar x}$, the representation $\mathbb{H}^1$ on $L_2(\mathbb{R}^2)$ is, cf. (IV.2.22):

$$[\rho_{\hbar}(s, x, y)f](s', y') = e^{-2\pi i\hbar x}f(s' - s - xy' + \frac{1}{2}xy, y' - y). \quad \text{(IV.3.8)}$$
iii. For $H = H'_x = \{(s, 0, y) \in \mathbb{H}^1\}$ the map $r : \mathbb{H}^1 \to H'_x$ is $r(s, x, y) = (s - \frac{1}{2}xy, 0, y)$. For the character $\chi_h(s, 0, y) = e^{2\pi i (hs + qy)}$, the representation of $\mathbb{H}^1$ on $L_2(\mathbb{R}^1)$ is, cf. (IV.2.24):

$$\rho_h(s, x, y)f(x') = \exp(2\pi i(h(-s + yx' - \frac{1}{2}xy) - qy))f(x' - x).$$

For $q = 0$, this a key to the Schrödinger representation of the Heisenberg group, which is obtained by the Fourier transform.

We will see below that all these (and many others) representations with the same value $h$ are unitary equivalent.

### IV.3.3. Co-adjoint Representation and Method of Orbits

Let $h^*_1$ be the dual space to $h_1$, that is the space of all linear functional on $h_1 \sim \mathbb{R}^3$. For physical reasons, we use letter $(h, q, p)$ to denote bi-orthonormal coordinates to the exponential ones $(s, x, y)$ on $h^n$.

The inner automorphism from the Exercise IV.2.11.i map the unit $(0, 0, 0)$ of $\mathbb{H}^1$ to itself. Thus inner automorphisms generate a transformation of the tangent space at $(0, 0, 0)$ to itself, which is a linear map given by the same formula (IV.2.16).

**Exercise IV.3.4.** Check that the adjoint of the linear transformation (IV.2.16) is:

$$(IV.3.10) \quad \text{ad}^*(s, x, y) : (h, q, p) \mapsto (h, q + hy, p - hx),$$

where $(s, x, y) \in \mathbb{H}^n$.

The above map is called the co-adjoint representation [123, § 15.1] $\text{Ad}^* : h_n^* \to h_n^*$ of $\mathbb{H}^n$. There are two types of orbits in (IV.3.10) for $\text{Ad}^*$, i.e. Euclidean spaces $\mathbb{R}^{2n}$ and single points:

$$(IV.3.11) \quad \mathcal{O}_h = \{(h, q, p) : \text{for a fixed } h \neq 0, (q, p) \in \mathbb{R}^{2n}\},$$

$$(IV.3.12) \quad \mathcal{O}_{(q,p)} = \{(0, q, p) : \text{for a fixed } (q, p) \in \mathbb{R}^{2n}\}.$$

All complex representations are induced [123, § 13] by a character $\chi_h(s, 0, 0) = e^{ih}h$ of the centre of $\mathbb{H}^n$ generated by $(h, 0, 0) \in h_n^*$ and shifts (IV.3.10) from the left on orbits (IV.3.11). The explicit formula respecting physical units [145] is:

$$(IV.3.13) \quad \rho_\chi(s, x, y) : f_h(q, p) \mapsto e^{-i(hs + qx + py)}f_h(q - \frac{h}{2}y, p + \frac{h}{2}x).$$

This is the Fock–Segal–Bargmann (FSB) type representation

**Exercise IV.3.5.** Check that the Fourier transform

$$\hat{f}(q, p) = \int_{\mathbb{R}^2} f(x', y')e^{-h(x'p + y'q)} \, dx' \, dy'$$

intertwines representations (IV.3.7) and (IV.3.20).

The Stone–von Neumann Theorem IV.3.6 describes all unitary irreducible representations of $\mathbb{H}^n$ parametrised up to equivalence by two classes of orbits (IV.3.11) and (IV.3.12):

- The infinite dimensional representations by transformation $\rho_\chi$ (IV.3.20) for $h \neq 0$ in Fock [82, 109] space $F_2(\mathcal{O}_h) \subset L_2(\mathcal{O}_h)$ of null solutions of Cauchy–Riemann type operators [145].
• The one-dimensional representations as multiplication by a constant on \( \mathbb{C} = L^2(\mathbb{O}(q,p)) \) which drops out from (IV.3.20) for \( \hbar = 0 \):

\[
\rho_{(q,p)}(s, x, y) : c \mapsto e^{-i(qx + py)}c.
\]

IV.3.4. Stone–von Neumann Theorem

The following result \([123, \S 18.4], [82, \text{Chap. 1, } \S 5]\) reduces

**Theorem IV.3.6 (The Stone–von Neumann).** Let \( \rho \) be a unitary representation of \( \mathbb{H}^n \) on a Hilbert space \( H \), such that \( \rho(s, 0, 0) = e^{2ihs}I \) for a non-zero real \( h \). Then \( H = \bigoplus H_\alpha \) where the \( H_\alpha \)'s are mutually orthogonal subspaces of \( H \), each invariant under \( \rho \), such that the restriction \( \rho|_{H_\alpha} \) is unitary equivalent to \( \rho_h \) for each \( \alpha \). In particular, if \( \rho \) is irreducible then \( \rho \) is equivalent to \( \rho_h \).

**Proof.**

IV.3.5. Shale–Weil Representation

The Shale–Weil theorem \([82, \S 4.2; 108, \text{p. 830}] \) states that any representation \( \rho_h \) of the Heisenberg groups generates a unitary oscillator (or metaplectic) representation \( \rho_{SW}^h \) of the \( \tilde{\text{Sp}}(2) \), the two-fold cover of the symplectic group \([82, \text{Thm. 4.58}] \). The Shale–Weil theorem allows us also to expand any representation \( \rho_h \) of the Heisenberg group to the representation \( \rho_{2h} = \rho_h \oplus \rho_{SW}^h \) of the group Schrödinger group \( G \).

Of course, there is the derived form of the Shale–Weil representation for \( g \). It can often be explicitly written in contrast to the Shale–Weil representation.

**Example IV.3.7.** Let \( \rho_h \) be the Schrödinger representation \([82, \S 1.3]\) of \( \mathbb{H}^1 \) in \( L^2(\mathbb{R}) \), that is \([162, (3.5)]\):

\[
[p_x(s, x, y)f](q) = e^{2\pi i\hbar(s-xy/2)+2\pi ixq}f(q-\hbar y).
\]

Thus the action of the derived representation on the Lie algebra \( h_1 \) is:

\[
\rho_h(X) = 2\pi i q, \quad \rho_h(Y) = -\hbar \frac{d}{dq}, \quad \rho_h(S) = 2\pi i \hbar I.
\]

Then the associated Shale–Weil representation of \( \text{Sp}(2) \) in \( L^2(\mathbb{R}) \) has the derived action, cf. \([82, \S 4.3; 258, (2.2)]\):

\[
\rho_{SW}^h(A) = -\frac{q}{2} \frac{d}{dq} - \frac{1}{4}, \quad \rho_{SW}^h(B) = -\frac{\hbar i}{8\pi} \frac{d^2}{dq^2} - \frac{\pi q^2}{2\hbar}, \quad \rho_{SW}^h(Z) = \frac{\hbar i}{4\pi} \frac{d^2}{dq^2} - \frac{\pi q^2}{\hbar}.
\]
We can verify commutators (IV.2.12) and (II.3.14), (IV.2.19) for operators (IV.3.15–IV.3.16). It is also obvious that in this representation the following algebraic relations hold:

\[(\text{IV.3.17}) \quad \rho_{SW}^\hbar (A) = i \frac{4\pi}{\hbar} (\rho_{\hbar}(X)\rho_{\hbar}(Y) - \frac{1}{2}\rho_{\hbar}(S)) \]
\[= i \frac{8\pi}{\hbar} (\rho_{\hbar}(X)\rho_{\hbar}(Y) + \rho_{\hbar}(Y)\rho_{\hbar}(X)),\]
\[(\text{IV.3.18}) \quad \rho_{SW}^\hbar (B) = i \frac{4\pi}{\hbar} (\rho_{\hbar}(X)^2 - \rho_{\hbar}(Y)^2),\]
\[(\text{IV.3.19}) \quad \rho_{SW}^\hbar (Z) = i \frac{4\pi}{\hbar} (\rho_{\hbar}(X)^2 + \rho_{\hbar}(Y)^2).\]

Thus it is common in quantum optics to name \(g\) as a Lie algebra with quadratic generators, see [87, § 2.2.4].

Note that \(\rho_{SW}^\hbar (Z)\) is the Hamiltonian of the harmonic oscillator (up to a factor). Then we can consider \(\rho_{SW}^\hbar (B)\) as the Hamiltonian of a repulsive (hyperbolic) oscillator. The operator \(\rho_{SW}^\hbar (B - Z/2) = \frac{\hbar}{4\pi} \frac{d^2}{dq^2}\) is the parabolic analog. A graphical representation of all three transformations defined by those Hamiltonian is given in Fig. II.3.1 and a further discussion of these Hamiltonians can be found in [272, § 3.8].

An important observation, which is often missed, is that the three linear symplectic transformations are unitary rotations in the corresponding hypercomplex algebra, cf. [157, § 3]. This means, that the symplectomorphisms generated by operators \(Z, B - Z/2, B\) within time \(t\) coincide with the multiplication of hypercomplex number \(q + iq\) by \(e^{it}\), see Section II.3.1 and Fig. II.3.1, which is just another illustration of the Similarity and Correspondence Principle II.3.5.

**Example IV.3.8.** There are many advantages of considering representations of the Heisenberg group on the phase space [57; 82, § 1.6; 109, § 1.7]. A convenient expression for Fock–Segal–Bargmann (FSB) representation on the phase space is, cf. § IV.4.2.1 and [57, (1); 145, (2.9)]:

\[(\text{IV.3.20}) \quad [\rho_{F}(s, x, y)f](q, p) = e^{-2\pi i (\hbar s + q x + p y)} f (q - \frac{\hbar}{2} y, p + \frac{\hbar}{2} x).\]

Then the derived representation of \(\hbar_1\) is:

\[(\text{IV.3.21}) \quad \rho_{F}(X) = -2\pi i q + \frac{\hbar}{2} \partial_{p}, \quad \rho_{F}(Y) = -2\pi i p - \frac{\hbar}{2} \partial_{q}, \quad \rho_{F}(S) = -2\pi i \hbar I.\]

This produces the derived form of the Shale–Weil representation:

\[(\text{IV.3.22}) \quad \rho_{SW}^F(A) = \frac{1}{2} (q \partial_{q} - p \partial_{p}), \quad \rho_{SW}^F(B) = -\frac{1}{2} (p \partial_{q} + q \partial_{p}), \quad \rho_{SW}^F(Z) = p \partial_{q} - q \partial_{p}.\]

Note that this representation does not contain the parameter \(\hbar\) unlike the equivalent representation (IV.3.16). Thus the FSB model explicitly shows the equivalence of \(\rho_{h_1}^{SW}\) and \(\rho_{h_2}^{SW}\) if \(h_1 h_2 > 0\) [82, Thm. 4.57].

As we will also see below the FSB-type representations in hypercomplex numbers produce almost the same Shale–Weil representations.
LECTURE IV.4

Harmonic Oscillator and Ladder Operators

Complex valued representations of the Heisenberg group (also known as Weyl or Heisenberg-Weyl group) provide a natural framework for quantum mechanics [82, 109]. This is the most fundamental example of the Kirillov orbit method, induced representations and geometrical quantisation technique [124, 125]. Following the presentation in Section II.3 we will consider representations of the Heisenberg group which are induced by hypercomplex characters of its centre: complex (which correspond to the elliptic case), dual (parabolic) and double (hyperbolic).

To describe dynamics of a physical system we use a universal equation based on inner derivations (commutator) of the convolution algebra [141, 145]. The complex valued representations produce the standard framework for quantum mechanics with the Heisenberg dynamical equation [270].

The double number valued representations, with the hyperbolic unit $j^2 = 1$, is a natural source of hyperbolic quantum mechanics developed for a while [112, 113, 116, 118, 119]. The universal dynamical equation employs hyperbolic commutator in this case. This can be seen as a *Moyal bracket* based on the hyperbolic sine function. The hyperbolic observables act as operators on a Krein space with an indefinite inner product. Such spaces are employed in study of $\mathcal{PT}$-symmetric Hamiltonians and hyperbolic unit $j^2 = 1$ naturally appear in this setup [98].

The representations with values in dual numbers provide a convenient description of the classical mechanics. For this we do not take any sort of semiclassical limit, rather the nilpotency of the parabolic unit ($\epsilon^2 = 0$) do the task. This removes the vicious necessity to consider the Planck constant tending to zero. The dynamical equation takes the Hamiltonian form. We also describe classical non-commutative representations of the Heisenberg group which acts in the first jet space.

**Remark IV.4.1.** It is worth to note that our technique is different from contraction technique in the theory of Lie groups [95, 194]. Indeed a contraction of the Heisenberg group $\mathbb{H}^n$ is the commutative Euclidean group $\mathbb{R}^{2n}$ which does not recreate neither quantum nor classical mechanics.

The approach provides not only three different types of dynamics, it also generates the respective rules for addition of probabilities as well. For example, the quantum interference is the consequence of the same complex-valued structure, which directs the Heisenberg equation. The absence of an interference (a particle behaviour) in the classical mechanics is again the consequence the nilpotency of the parabolic unit. Double
numbers creates the hyperbolic law of additions of probabilities, which was extensively investigated [116, 118]. There are still unresolved issues with positivity of the probabilistic interpretation in the hyperbolic case [112, 113].

Remark IV.4.2. It is commonly accepted since the Dirac’s paper [61] that the striking (or even the only) difference between quantum and classical mechanics is non-commutativity of observables in the first case. In particular the Heisenberg commutation relations (IV.2.12) imply the uncertainty principle, the Heisenberg equation of motion and other quantum features. However, the entire book of Feynman on QED [75] does not contain any reference to non-commutativity. Moreover, our work shows that there is a non-commutative formulation of classical mechanics. Non-commutative representations of the Heisenberg group in dual numbers implies the Poisson dynamical equation and local addition of probabilities in Section IV.4.5, which are completely classical.

This entirely dispels any illusive correlation between classical/quantum and commutative/non-commutative. Instead we show that quantum mechanics is fully determined by the properties of complex numbers. In Feynman’s exposition [75] complex numbers are presented by a clock, rotations of its arm encode multiplications by unimodular complex numbers. Moreover, there is no a presentation of quantum mechanics, which does not employ complex phases (numbers) in one or another form. Analogous parabolic and hyperbolic phases (or characters produced by associated hypercomplex numbers, see Section II.3.1) lead to classical and hypercomplex mechanics respectively.

This section clarifies foundations of quantum and classical mechanics. We recovered the existence of three non-isomorphic models of mechanics from the representation theory. They were already derived in [112, 113] from translation invariant formulation, that is from the group theory as well. It also hinted that hyperbolic counterpart is (at least theoretically) as natural as classical and quantum mechanics are. The approach provides a framework for a description of aggregate system which have say both quantum and classical components. This can be used to model quantum computers with classical terminals [152].

Remarkably, simultaneously with the work [112] group-invariant axiomatics of geometry leaded R.I. Pimenov [231] to description of $3^n$ Cayley–Klein constructions. The connection between group-invariant geometry and respective mechanics were explored in many works of N.A. Gromov, see for example [93–95]. They already highlighted the rôle of three types of hypercomplex units for the realisation of elliptic, parabolic and hyperbolic geometry and kinematic.

There is a further connection between representations of the Heisenberg group and hypercomplex numbers. The symplectomorphism of phase space are also automorphism of the Heisenberg group [82, § 1.2]. We recall that the symplectic group $\text{Sp}(2)$ [82, § 1.2] is isomorphic to the group $\text{SL}_2(\mathbb{R})$ [110, 192, 202] and provides linear symplectomorphisms of the two-dimensional phase space. It has three types of non-isomorphic one-dimensional continuous subgroups (I.3.8–I.3.10) with symplectic action on the phase space illustrated by Fig. II.3.1. Hamiltonians, which produce those
symplectomorphism, are of interest [258; 259; 272, § 3.8]. An analysis of those Hamiltonians from Section II.3.3 by means of ladder operators recreates hypercomplex coefficients as well [159].

Harmonic oscillators, which we shall use as the main illustration here, are treated in most textbooks on quantum mechanics. This is efficiently done through creation/annihilation (ladder) operators, cf. § II.3.3 and [32, 87]. The underlying structure is the representation theory of the Heisenberg and symplectic groups [82; 109; 192, § VI.2; 257, § 8.2]. As we will see, they are naturally connected with respective hypercomplex numbers. As a result we obtain further illustrations to the Similarity and Correspondence Principle II.3.5.

We work with the simplest case of a particle with only one degree of freedom. Higher dimensions and the respective group of symplectomorphisms $Sp(2n)$ may require consideration of Clifford algebras [49, 52, 98, 130, 235].

IV.4.1. p-Mechanic Formalism

Here we briefly outline a formalism [37, 133, 141, 145, 236], which allows to unify quantum and classical mechanics.

IV.4.1.1. Convolutions (Observables) on $\mathbb{H}^n$ and Commutator. Using a invariant measure $dg = ds \, dx \, dy$ on $\mathbb{H}^n$ we can define the convolution of two functions:

\[
(k_1 \ast k_2)(g) = \int_{\mathbb{H}^n} k_1(g_1) \, k_2(g_1^{-1} g) \, dg_1.
\]

This is a non-commutative operation, which is meaningful for functions from various spaces including $L_1(\mathbb{H}^n, dg)$, the Schwartz space $S$ and many classes of distributions, which form algebras under convolutions. Convolutions on $\mathbb{H}^n$ are used as observables in p-mechanic [133, 145].

A unitary representation $\rho$ of $\mathbb{H}^n$ extends to $L_1(\mathbb{H}^n, dg)$ by the formula:

\[
\rho(k) = \int_{\mathbb{H}^n} k(g) \rho(g) \, dg.
\]

This is also an algebra homomorphism of convolutions to linear operators.

For a dynamics of observables we need inner derivations $D_k$ of the convolution algebra $L_1(\mathbb{H}^n)$, which are given by the commutator:

\[
D_k : f \mapsto [k, f] = k \ast f - f \ast k
= \int_{\mathbb{H}^n} k(g_1) \left( f(g_1^{-1} g) - f(g g_1^{-1}) \right) \, dg_1, \quad f, k \in L_1(\mathbb{H}^n).
\]

To describe dynamics of a time-dependent observable $f(t, g)$ we use the universal equation, cf. [131, 133]:

\[
S \dot{f} = [H, f],
\]

where $S$ is the left-invariant vector field (IV.2.11) generated by the centre of $\mathbb{H}^n$. The presence of operator $S$ fixes the dimensionality of both sides of the equation (IV.4.4) if the observable $H$ (Hamiltonian) has the dimensionality of energy [145, Rem 4.1]. If
we apply a right inverse $A$ of $S$ to both sides of the equation (IV.4.4) we obtain the equivalent equation

(IV.4.5) \[ \dot{f} = \{H, f\}, \]

based on the universal bracket $\{ k_1, k_2 \} = k_1 \ast A k_2 - k_2 \ast A k_1$ \[145].

**Example IV.4.3 (Harmonic oscillator).** Let $H = \frac{1}{2} (m k^2 q^2 + \frac{1}{m} p^2)$ be the Hamiltonian of a one-dimensional harmonic oscillator, where $k$ is a constant frequency and $m$ is a constant mass. Its p-mechanisation will be the second order differential operator on $\mathbb{H}^n$ [37, § 5.1]:

\[ H = \frac{1}{2} (m k^2 X^2 + \frac{1}{m} Y^2), \]

where we dropped sub-indexes of vector fields (IV.2.11) in one dimensional setting. We can express the commutator as a difference between the left and the right action of the vector fields:

\[ [H, f] = \frac{1}{2} (m k^2 ((X^r)^2 - (X^l)^2) + \frac{1}{m} ((Y^r)^2 - (Y^l)^2))f. \]

Thus the equation (IV.4.4) becomes [37, (5.2)]:

(IV.4.6) \[ \frac{\partial}{\partial s} \dot{f} = \frac{\partial}{\partial s} \left( m k^2 y \frac{\partial}{\partial x} - \frac{1}{m} x \frac{\partial}{\partial y} \right) f. \]

Of course, the derivative $\frac{\partial}{\partial s}$ can be dropped from both sides of the equation and the general solution is found to be:

(IV.4.7) \[ f(t; s, x, y) = f_0 (s, x \cos(kt) + m k y \sin(kt), -\frac{x}{m k} \sin(kt) + y \cos(kt)), \]

where $f_0(s, x, y)$ is the initial value of an observable on $\mathbb{H}^n$.

**Example IV.4.4 (Unharmonic oscillator).** We consider unharmonic oscillator with cubic potential, see [39] and references therein:

(IV.4.8) \[ H = \frac{mk^2}{2} q^2 + \frac{\lambda}{6} q^3 + \frac{1}{2m} p^2. \]

Due to the absence of non-commutative products p-mechanisation is straightforward:

\[ H = \frac{mk^2}{2} X^2 + \frac{\lambda}{6} X^3 + \frac{1}{m} Y^2. \]

Similarly to the harmonic case the dynamic equation, after cancellation of $\frac{\partial}{\partial s}$ on both sides, becomes:

(IV.4.9) \[ \dot{f} = \left( mk^2 y \frac{\partial}{\partial x} + \frac{\lambda}{6} \left( 3 y \frac{\partial^2}{\partial x^2} + \frac{1}{4} y^3 \frac{\partial^2}{\partial s^2} \right) - \frac{1}{m} x \frac{\partial}{\partial y} \right) f. \]

Unfortunately, it cannot be solved analytically as easy as in the harmonic case.
IV.4.2. States and Probability. Let an observable \( \rho(k) \) (IV.4.2) be defined by a kernel \( k(g) \) on the Heisenberg group and its representation \( \rho \) at a Hilbert space \( \mathcal{H} \). A state on the convolution algebra is given by a vector \( v \in \mathcal{H} \). A simple calculation:

\[
\langle \rho(k)v, v \rangle_{\mathcal{H}} = \int_{\mathbb{H}^n} k(g) \langle \rho(g)v, v \rangle_{\mathcal{H}} \, dg
\]

\[
= \int_{\mathbb{H}^n} k(g) \overline{\langle v, \rho(g)v \rangle_{\mathcal{H}}} \, dg
\]

can be restated as:

\[
\langle \rho(k)v, v \rangle_{\mathcal{H}} = \langle k, l \rangle,
\]

where \( l(g) = \langle v, \rho(g)v \rangle_{\mathcal{H}} \).

Here the left-hand side contains the inner product on \( \mathcal{H} \), while the right-hand side uses a skew-linear pairing between functions on \( \mathbb{H}^n \) based on the Haar measure integration. In other words we obtain, cf. [37, Thm. 3.11]:

**Proposition IV.4.5.** A state defined by a vector \( v \in \mathcal{H} \) coincides with the linear functional given by the wavelet transform

(IV.4.10) \[
l(g) = \langle v, \rho(g)v \rangle_{\mathcal{H}}
\]
of \( v \) used as the mother wavelet as well.

The addition of vectors in \( \mathcal{H} \) implies the following operation on states:

\[
\langle v_1 + v_2, \rho(g)(v_1 + v_2) \rangle_{\mathcal{H}} = \langle v_1, \rho(g)v_1 \rangle_{\mathcal{H}} + \langle v_2, \rho(g)v_2 \rangle_{\mathcal{H}} + \overline{\langle v_1, \rho(g^{-1})v_2 \rangle_{\mathcal{H}}}
\]

(IV.4.11)

The last expression can be conveniently rewritten for kernels of the functional as

(IV.4.12) \[
l_{12} = l_1 + l_2 + 2A \sqrt{l_1 l_2}
\]
for some real number \( A \). This formula is behind the contextual law of addition of conditional probabilities [117] and will be illustrated below. Its physical interpretation is an interference, say, from two slits. Despite of a common belief, the mechanism of such interference can be both causal and local, see [122, 143].

IV.4.2. Elliptic characters and Quantum Dynamics

In this section we consider the representation \( \rho_h \) of \( \mathbb{H}^n \) induced by the elliptic character \( \chi_h(s) = e^{ihs} \) in complex numbers parametrised by \( h \in \mathbb{R} \). We also use the convenient agreement \( h = 2\pi \hbar \) borrowed from physical literature.

IV.4.2.1. Fock--Segal--Bargmann and Schrödinger Representations. The realisation of \( \rho_h \) by the left shifts (IV.3.1) on \( L^2_h(\mathbb{H}^n) \) is rarely used in quantum mechanics. Instead two unitary equivalent forms are more common: the Schrödinger and Fock--Segal--Bargmann (FSB) representations.

The FSB representation can be obtained from the orbit method of Kirillov [124]. It allows spatially separate irreducible components of the left regular representation,
each of them become located on the orbit of the co-adjoint representation, see [124, 145, § 2.1] for details, we only present a brief summary here.

We identify $\mathbb{H}^n$ and its Lie algebra $\mathfrak{h}_n$ through the exponential map [123, § 6.4]. The dual $\mathfrak{h}_n^*$ of $\mathfrak{h}_n$ is presented by the Euclidean space $\mathbb{R}^{2n+1}$ with coordinates $(h, q, p)$. The pairing $\mathfrak{h}_n^*$ and $\mathfrak{h}_n$ given by

$$\langle (s, x, y), (h, q, p) \rangle = hs + q \cdot x + p \cdot y.$$ 

This pairing defines the Fourier transform $\hat{\phi}(F) = \int_{\mathfrak{h}_n} \phi(\exp X)e^{-2\pi i (X,F)} \, dX$ where $X \in \mathfrak{h}_n$, $F \in \mathfrak{h}_n^*$.

For a fixed $\hbar$ the left regular representation (IV.3.1) is mapped by the Fourier transform to the FSB type representation (IV.3.20). The collection of points $(\hbar, q, p) \in \mathfrak{h}_n^*$ for a fixed $\hbar$ is naturally identified with the phase space of the system.

**Remark IV.4.6.** It is possible to identify the case of $\hbar = 0$ with classical mechanics [145]. Indeed, a substitution of the zero value of $\hbar$ into (IV.3.20) produces the commutative representation:

$$(IV.4.14) \quad \rho_0(s, x, y) : f(q, p) \mapsto e^{-2\pi i (q \cdot x + p \cdot y)} f(q, p).$$

It can be decomposed into the direct integral of one-dimensional representations parametrised by the points $(q, p)$ of the phase space. The classical mechanics, including the Hamilton equation, can be recovered from those representations [145]. However the condition $\hbar = 0$ (as well as the semiclassical limit $\hbar \to 0$) is not completely physical. Commutativity (and subsequent relative triviality) of those representation is the main reason why they are oftenly neglected. The commutativity can be outweighed by special arrangements, e.g. an antiderivative [145, (4.1)], but the procedure is not straightforward, see discussion in [1, 148, 151]. A direct approach using dual numbers will be shown below, cf. Rem. IV.4.18.

To recover the Schrödinger representation we use notations and technique of induced representations from § II.3.2, see also [137, Ex. 4.1]. The subgroup $H = \{(s, 0, y) \mid s \in \mathbb{R}, y \in \mathbb{R}^n\} \subset \mathbb{H}^n$ defines the homogeneous space $\chi = G/H$, which coincides with $\mathbb{R}^n$ as a manifold. The natural projection $p : G \to X$ is $p(s, x, y) = x$ and its left inverse $s : X \to G$ can be as simple as $s(x) = (0, x, 0)$. For the map $r : G \to H$, $r(s, x, y) = (s - xy/2, 0, y)$ we have the decomposition

$$(s, x, y) = s(p(s, x, y)) * r(s, x, y) = (0, x, 0) * (s - \frac{1}{2}xy, 0, y).$$

For a character $\chi_h(s, 0, y) = e^{ih s}$ of $H$ the lifting $\mathcal{L}_X : L_2(G/H) \to L_2^\chi(G)$ is as follows:

$$[\mathcal{L}_X f](s, x, y) = \chi_h(r(s, x, y)) f(p(s, x, y)) = e^{ih(s - xy/2)} f(x).$$

Thus the representation $\rho_X(g) = \mathcal{P} \circ \Lambda(g) \circ \mathcal{L}$ becomes:

$$(IV.4.15) \quad [\rho_X(s', x', y') f](x) = e^{-2\pi i h(s' + xy' - x'y'/2)} f(x - x').$$

After the Fourier transform $x \mapsto q$ we get the Schrödinger representation on the configuration space:

$$(IV.4.16) \quad [\rho_X(s', x', y') \hat{f}](q) = e^{-2\pi i h(s' - q + x'y'/2) - 2\pi i x'q} \hat{f}(q + \hbar y').$$
Note that this again turns into a commutative representation (multiplication by an unimodular function) if $\hbar = 0$. To get the full set of commutative representations in this way we need to use the character $\chi(h, p)(s, 0, y) = e^{2\pi i (\hbar + p y)}$ in the above consideration.

**IV.4.2. Commutator and the Heisenberg Equation.** The property (IV.3.2) of $F^X_H$ implies that the restrictions of two operators $\rho_\chi(k_1)$ and $\rho_\chi(k_2)$ to this space are equal if

$$\int_{\mathbb{R}} k_1(s, x, y) \chi(s) \, ds = \int_{\mathbb{R}} k_2(s, x, y) \chi(s) \, ds.$$ 

In other words, for a character $\chi(s) = e^{2\pi i hs}$ the operator $\rho_\chi(k)$ depends only on

$$\hat{k}_s(h, x, y) = \int_{\mathbb{R}} k(s, x, y) e^{-2\pi i hs} \, ds,$$

which is the partial Fourier transform $s \mapsto \hbar$ of $k(s, x, y)$. The restriction to $F^X_H$ of the composition formula for convolutions is [145, (3.5)]:

$$\left(k' * k\right)_s = \int_{\mathbb{R}^2} e^{ih(x'y' - yx'')} \hat{k}'_s(h, x', y') \hat{k}_s(h, x - x', y - y') \, dx'dy'. \tag{IV.4.17}$$

Under the Schrödinger representation (IV.4.16) the convolution (IV.4.17) defines a rule for composition of two pseudo-differential operators (PDO) in the Weyl calculus [82, §2.3; 109].

Consequently the representation (IV.4.2) of commutator (IV.4.3) depends only on its partial Fourier transform [145, (3.6)]:

$$[k', k]_s = 2i \int_{\mathbb{R}^2} \sin \left( \frac{h}{2} (xy' - yx'') \right)$$

$$\times \hat{k}'_s(h, x', y') \hat{k}_s(h, x - x', y - y') \, dx'dy'. \tag{IV.4.18}$$

Under the Fourier transform (IV.4.13) this commutator is exactly the Moyal bracket [275] for $k'$ and $k$ on the phase space.

For observables in the space $F^X_H$ the action of $S$ is reduced to multiplication, e.g. for $\chi(s) = e^{ihs}$ the action of $S$ is multiplication by $i\hbar$. Thus the equation (IV.4.4) reduced to the space $F^X_H$ becomes the Heisenberg type equation [145, (4.4)]:

$$\dot{f} = \frac{1}{i\hbar} [H, f]_s, \tag{IV.4.19}$$

based on the above bracket (IV.4.18). The Schrödinger representation (IV.4.16) transforms this equation to the original Heisenberg equation.

**Example IV.4.7.** i. Under the Fourier transform $(x, y) \mapsto (q, p)$ the p-dynamic equation (IV.4.6) of the harmonic oscillator becomes:

$$\dot{f} = \left( mk^2 \frac{\partial}{\partial p} - \frac{1}{m} p \frac{\partial}{\partial q} \right) f. \tag{IV.4.20}$$

The same transform creates its solution out of (IV.4.7).
A direct calculation shows:

\[
\dot{f} = \left( mk^2 q \frac{\partial}{\partial p} + \frac{\lambda}{6} \left( 3q^2 \frac{\partial}{\partial p} - \frac{\hbar^2}{4} \frac{\partial^3}{\partial p^3} \right) - \frac{1}{m} p \frac{\partial}{\partial q} \right) f.
\]

This is exactly the equation for the Wigner function obtained in \([39, (30)]\).

**IV.4.2.3. Quantum Probabilities.** For the elliptic character \(\chi_h(s) = e^{ihs}\) we can use the Cauchy–Schwarz inequality to demonstrate that the real number \(A\) in the identity (IV.4.12) is between \(-1\) and \(1\). Thus we can put \(A = \cos \alpha\) for some angle (phase) \(\alpha\) to get the formula for counting quantum probabilities, cf. \([118, (2)]\):

\[
l_{12} = l_1 + l_2 + 2\cos \alpha \sqrt{l_1 l_2}
\]

**Remark IV.8.** It is interesting to note that the both trigonometric functions are employed in quantum mechanics: sine is in the heart of the Moyal bracket (IV.4.18) and cosine is responsible for the addition of probabilities (IV.4.22). In the essence the commutator and probabilities took respectively the odd and even parts of the elliptic character \(e^{ihs}\).

**Example IV.9.** Take a vector \(v_{(a,b)} \in L^2_h(\mathbb{R}^n)\) defined by a Gaussian with mean value \((a, b)\) in the phase space for a harmonic oscillator of the mass \(m\) and the frequency \(k\):

\[
v_{(a,b)}(q, p) = \exp \left( -\frac{2\pi km}{\hbar} (q - a)^2 - \frac{2\pi}{\hbar km} (p - b)^2 \right).
\]

A direct calculation shows:

\[
\langle v_{(a,b)}, \rho_h(s, x, y)v_{(a',b')} \rangle = \frac{4}{\hbar}\exp \left( \pi i(2sh + x(a + a') + y(b + b')) \right) - \frac{\pi}{2\hbar km} ((hx + b - b')^2 + (b - b')^2) - \frac{\pi km}{2\hbar} ((hy + a' - a)^2 + (a' - a)^2)
\]

\[
= \frac{4}{\hbar}\exp \left( \pi i(2sh + x(a + a') + y(b + b')) \right) - \frac{\pi}{\hbar km} ((b - b' + \frac{hx}{2})^2 + (\frac{hx}{2})^2) - \frac{\pi km}{\hbar} ((a - a' - \frac{hy}{2})^2 + (\frac{hy}{2})^2)
\]

Thus the kernel \(l_{(a,b)} = \langle v_{(a,b)}, \rho_h(s, x, y)v_{(a,b)} \rangle\) (IV.10) for a state \(v_{(a,b)}\) is:

\[
l_{(a,b)} = \frac{4}{\hbar}\exp \left( 2\pi i(\frac{sh}{x} + yb) - \frac{\pi\hbar}{2km} x^2 - \frac{\pi km\hbar}{2h} y^2 \right)
\]

An observable registering a particle at a point \(q = c\) of the configuration space is \(\delta(q - c)\). On the Heisenberg group this observable is given by the kernel:

\[
X_c(s, x, y) = e^{2\pi i(s h + x c)} \delta(y).
\]

The measurement of \(X_c\) on the state (IV.4.23) (through the kernel (IV.4.24)) predictably is:

\[
\langle X_c, l_{(a,b)} \rangle = \sqrt{\frac{2km}{\hbar}} \exp \left( -\frac{2\pi km}{\hbar} (c - a)^2 \right).
\]
EXAMPLE IV.4.10. Now take two states \( v_{(0,b)} \) and \( v_{(0,-b)} \), where for the simplicity we assume the mean values of coordinates vanish in both cases. Then the corresponding kernel (IV.4.11) has the interference terms:

\[
  l_i = \langle v_{(0,b)}, \rho_h(s,x,y)v_{(0,-b)} \rangle \\
  = \frac{4}{\hbar} \exp \left( \frac{2\pi i\hbar}{\hbar}(\hbar x + 2b)^2 + 4b^2 \right) - \frac{\pi\hbar k m}{2} y^2 \right).
\]

The measurement of \( X_c \) (IV.4.25) on this term contains the oscillating part:

\[
  \langle X_c, l_i \rangle = \sqrt{2k m / \hbar} \exp \left( -\frac{2\pi k m}{\hbar} c^2 \right) \left( 1 + \exp \left( -\frac{2\pi k m}{\hbar} b^2 \right) \cos \left( \frac{4\pi k c b}{\hbar} \right) \right).
\]

Therefore on the kernel \( l \) corresponding to the state \( v_{(0,b)} + v_{(0,-b)} \) the measurement is

\[
  \langle X_c, l \rangle = 2 \sqrt{2k m / \hbar} \exp \left( -\frac{2\pi k m}{\hbar} c^2 \right) \left( 1 + \exp \left( -\frac{2\pi k m}{\hbar} b^2 \right) \cos \left( \frac{4\pi k c b}{\hbar} \right) \right).
\]

The presence of the cosine term in the last expression can generate an interference
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**Figure IV.4.1.** Quantum probabilities: the blue (dashed) graph shows the addition of probabilities without interaction, the red (solid) graph present the quantum interference. Left picture shows the Gaussian state (IV.4.23), the right—the rational state (IV.4.26)

In practise it does not happen for the minimal uncertainty state (IV.4.23) which we are using here: it rapidly vanishes outside of the neighbourhood of zero, where oscillations of the cosine occurs, see Fig. IV.4.1(a).

**Example IV.4.11.** To see a traditional interference pattern one can use a state which is far from the minimal uncertainty. For example, we can consider the state:

\[
  u_{(a,b)}(q,p) = \frac{\hbar^2}{((q - a)^2 + \hbar/k m)((p - b)^2 + \hbar/k m)}.
\]

To evaluate the observable \( X_c \) (IV.4.25) on the state \( l(g) = \langle u_1, \rho_h(g)u_2 \rangle \) (IV.4.10) we use the following formula:

\[
  \langle X_c, l \rangle = 2 \int_{\mathbb{R}^n} \langle \hat{u}_1(q, 2(q - c)/\hbar), \hat{u}_2(q, 2(q - c)/\hbar) \rangle \ dq,
\]
where $\hat{u}_i(q, x)$ denotes the partial Fourier transform $p \mapsto x$ of $u_i(q, p)$. The formula is obtained by swapping order of integrations. The numerical evaluation of the state obtained by the addition $u_i(0, b) + u_i(0, -b)$ is plotted on Fig. IV.4.1(b), the red curve shows the canonical interference pattern.

### IV.4.3. Ladder Operators and Harmonic Oscillator

Let $\rho$ be a representation of the Schrödinger group $G = \mathbb{H}^1 \rtimes \widetilde{Sp}(2)$ (IV.2.17) in a space $V$. Consider the derived representation of the Lie algebra $\mathfrak{g}$ [192, § VI.1] and denote $\tilde{X} = \rho(X)$ for $X \in \mathfrak{g}$. To see the structure of the representation $\rho$ we can decompose the space $V$ into eigenspaces of the operator $\tilde{X}$ for some $X \in \mathfrak{g}$. The canonical example is the Taylor series in complex analysis.

We are going to consider three cases corresponding to three non-isomorphic subgroups (I.3.8–I.3.10) of $Sp(2)$ starting from the compact case. Let $H = Z$ be a generator of the compact subgroup $K$. Corresponding symplectomorphisms (IV.2.4) of the phase space are given by orthogonal rotations with matrices $\begin{pmatrix} \cos t & \sin t \\ -\sin t & \cos t \end{pmatrix}$. The Shale–Weil representation (IV.3.16) coincides with the Hamiltonian of the harmonic oscillator in Schrödinger representation.

Since $\widetilde{Sp}(2)$ is a two-fold cover the corresponding eigenspaces of a compact group $\tilde{Z}v_k$ are parametrised by a half-integer $k \in \mathbb{Z}/2$. Explicitly for a half-integer $k$ eigenvectors are:

\begin{equation}
\nu_k(q) = H_{k+\frac{1}{2}} \left( \sqrt{\frac{2\pi}{\hbar}} q \right) e^{-\frac{\pi}{\hbar} q^2},
\end{equation}

where $H_k$ is the Hermite polynomial [72, 8.2(9); 82, § 1.7].

From the point of view of quantum mechanics as well as the representation theory it is beneficial to introduce the ladder operators $L^\pm$ (II.3.15), known also as creation/annihilation in quantum mechanics [32; 82, p. 49]. There are two ways to search for ladder operators: in (complexified) Lie algebras $\mathfrak{h}_1$ and $\mathfrak{sp}_2$. The later coincides with our consideration in Section II.3.3 in the essence.

### IV.4.3.1. Ladder Operators from the Heisenberg Group

Assuming $L^+ = a\tilde{X} + b\tilde{Y}$ we obtain from the relations (IV.2.18–IV.2.19) and (II.3.15) the linear equations with unknown $a$ and $b$:

$$a = \lambda_+ b, \quad -b = \lambda_+ a.$$ 

The equations have a solution if and only if $\lambda_+^2 + 1 = 0$, and the raising/lowering operators are $L^\pm = \tilde{X} \mp i\tilde{Y}$.

**Remark IV.4.12.** Here we have an interesting asymmetric response: due to the structure of the semidirect product $\mathbb{H}^1 \rtimes \widetilde{Sp}(2)$ it is the symplectic group which acts on $\mathbb{H}^1$, not vice versa. However the Heisenberg group has a weak action in the opposite direction: it shifts eigenfunctions of $Sp(2)$. 
In the Schrödinger representation (IV.3.15) the ladder operators are

\[(IV.4.28)\]
\[
\rho_h(L^\pm) = 2\pi i q \pm i\hbar \frac{d}{dq}.
\]

The standard treatment of the harmonic oscillator in quantum mechanics, which can be found in many textbooks, e.g. [82, § 1.7; 87, § 2.2.3], is as follows. The vector \(v_{-1/2}(q) = e^{-\pi q^2/\hbar}\) is an eigenvector of \(\tilde{Z}\) with the eigenvalue \(-\frac{i}{2}\). In addition \(v_{-1/2}\) is annihilated by \(L^+\). Thus the chain (II.3.16) terminates to the right and the complete set of eigenvectors of the harmonic oscillator Hamiltonian is presented by \((L^-)^kv_{-1/2}\) with \(k = 0, 1, 2, \ldots\).

We can make a wavelet transform generated by the Heisenberg group with the mother wavelet \(v_{-1/2}\), and the image will be the Fock–Segal–Bargmann (FSB) space [82, § 1.6; 109]. Since \(v_{-1/2}\) is the null solution of \(L^+ = \tilde{X} - i\tilde{Y}\), then by Cor. II.6.34 the image of the wavelet transform will be null-solutions of the corresponding linear combination of the Lie derivatives (IV.2.11):

\[(IV.4.29)\]
\[
D = \tilde{X}^r - i\tilde{Y}^r = (\partial_x + i\partial_y) - \pi\hbar(x - iy),
\]

which turns out to be the Cauchy–Riemann equation on a weighted FSB-type space, see Section IV.5.4 below.

IV.4.3.2. Symplectic Ladder Operators. We can also look for ladder operators within the Lie algebra \(sp_2\), see Subsection IV.4.3.1 and [157, § 8]. Assuming \(L^+_2 = a\tilde{A} + b\tilde{B} + c\tilde{Z}\) from the relations (II.3.14) and defining condition (II.3.15) we obtain the linear equations with unknown \(a\), \(b\) and \(c\):

\[
c = 0, \quad 2a = \lambda_+ b, \quad -2b = \lambda_+ a.
\]

The equations have a solution if and only if \(\lambda_+^2 + 4 = 0\), and the raising/lowering operators are \(L^\pm_2 = \pm i\tilde{A} + \tilde{B}\). In the Shale–Weil representation (IV.3.16) they turn out to be:

\[(IV.4.30)\]
\[
L^\pm_2 = \pm i \left(\frac{q}{2} \frac{d}{dq} + \frac{1}{4}\right) - \frac{\hbar i}{8\pi} \frac{d^2}{dq^2} - \frac{\pi i q^2}{2\hbar} = -\frac{i}{8\pi\hbar} \left(\pm 2\pi q + \frac{\hbar}{8\pi} \frac{d}{dq}\right)^2.
\]

Since this time \(\lambda_+ = 2i\) the ladder operators \(L^\pm_2\) produce a shift on the diagram (II.3.16) twice bigger than the operators \(L^\pm\) from the Heisenberg group. After all, this is not surprising since from the explicit representations (IV.4.28) and (IV.4.30) we get:

\[
L^\pm_2 = -\frac{i}{8\pi\hbar}(L^\pm)^2.
\]

IV.4.4. Hyperbolic Quantum Mechanics

Now we turn to double numbers also known as hyperbolic, split-complex, etc. numbers [121; 261; 273, App. C]. They form a two dimensional algebra \(\mathbb{D}\) spanned by \(1\) and \(j\) with the property \(j^2 = 1\). There are zero divisors:

\[
j_{\pm} = \frac{1}{\sqrt{2}}(1 \pm j), \quad \text{such that} \quad j_+j_- = 0 \quad \text{and} \quad j_{\pm}^2 = j_\pm.
\]
Thus double numbers algebraically isomorphic to two copies of \( \mathbb{R} \) spanned by \( j_\pm \). Being algebraically dull double numbers are nevertheless interesting as a homogeneous space \([154, 157]\) and they are relevant in physics \([116, 261, 262]\). The combination of \( p \)-mechanical approach with hyperbolic quantum mechanics was already discussed in \([37, \S\ 6]\).

For the hyperbolic character \( \chi_{jh}(s) = e^{jhs} = \cosh hs + j \sinh hs \) of \( \mathbb{R} \) one can define the hyperbolic Fourier-type transform:

\[
\hat{k}(q) = \int_\mathbb{R} k(x) e^{-jqx} dx.
\]

It can be understood in the sense of distributions on the space dual to the set of analytic functions \([119, \S\ 3]\). Hyperbolic Fourier transform intertwines the derivative \( \frac{d}{dx} \) and multiplication by \( jq \) \([119, \text{Prop. 1}]\).

**Example IV.4.13.** For the Gaussian the hyperbolic Fourier transform is the ordinary function (note the sign difference!):

\[
\int_\mathbb{R} e^{-x^2/2} e^{-jqx} dx = \sqrt{2\pi} e^{q^2/2}.
\]

However the opposite identity:

\[
\int_\mathbb{R} e^{x^2/2} e^{-jqx} dx = \sqrt{2\pi} e^{-q^2/2}
\]

is true only in a suitable distributional sense. To this end we may note that \( e^{x^2/2} \) and \( e^{-q^2/2} \) are null solutions to the differential operators \( \frac{d}{dx} - x \) and \( \frac{d}{dq} + q \) respectively, which are intertwined (up to the factor \( j \)) by the hyperbolic Fourier transform. The above differential operators \( \frac{d}{dx} - x \) and \( \frac{d}{dq} + q \) are images of the ladder operators \((IV.4.28)\) in the Lie algebra of the Heisenberg group. They are intertwining by the Fourier transform, since this is an automorphism of the Heisenberg group \([108]\).

An elegant theory of hyperbolic Fourier transform may be achieved by a suitable adaptation of \([108]\), which uses representation theory of the Heisenberg group.

**IV.4.4.1. Hyperbolic Representations of the Heisenberg Group.** Consider the space \( F^j_h(\mathbb{H}^n) \) of \( \mathbb{O} \)-valued functions on \( \mathbb{H}^n \) with the property:

\[
(IV.4.31) \quad f(s + s', h, y) = e^{jhs'}f(s, x, y), \quad \text{for all } (s, x, y) \in \mathbb{H}^n, s' \in \mathbb{R},
\]

and the square integrability condition \((IV.3.3)\). Then the hyperbolic representation is obtained by the restriction of the left shifts to \( F^j_h(\mathbb{H}^n) \). To obtain an equivalent representation on the phase space we take \( \mathbb{O} \)-valued functional of the Lie algebra \( \h_n \):

\[
(IV.4.32) \quad \chi^j_{(h, q, p)}(s, x, y) = e^{i(hs + qx + py)} = \cosh(hs + qx + py) + j \sinh(hs + qx + py).
\]

The hyperbolic Fock–Segal–Bargmann type representation is intertwined with the left group action by means of the Fourier transform \((IV.4.13)\) with the hyperbolic functional \((IV.4.32)\). Explicitly this representation is:

\[
(IV.4.33) \quad \rho_h(s, x, y) : f(q, p) \mapsto e^{-j(hs + qx + py)} f \left( q - \frac{h}{2} y, p + \frac{h}{2} x \right).
\]
For a hyperbolic Schrödinger type representation we again use the scheme described in § II.3.2. Similarly to the elliptic case one obtains the formula, resembling (IV.4.15):

\[(IV.4.34)\]
\[
\rho^j_X(s', x', y') f(x) = e^{-j\hbar (s' + y' - y' / 2)} f(x - x').
\]

Application of the hyperbolic Fourier transform produces a Schrödinger type representation on the configuration space, cf. (IV.4.16):

\[(IV.4.35)\]
\[
\hat{\rho}^j_X(s', x', y') \hat{f}(q) = e^{-j\hbar (s' + y' / 2)} e^{-jx'q} \hat{f}(q + \hbar y').
\]

The extension of this representation to kernels according to (IV.4.2) generates hyperbolic pseudodifferential operators introduced in [119, (3.4)].

**IV.4.4.2. Hyperbolic Dynamics.** Similarly to the elliptic (quantum) case we consider a convolution of two kernels on $\mathbb{H}^n$ restricted to $\mathbb{P}^j_\hbar(\mathbb{H}^n)$. The composition law becomes, cf. (IV.4.17):

\[(IV.4.35)\]
\[
(k' * k)^\hat{s} = \int_{\mathbb{R}^{2n}} e^{j\hbar (xy' - yx')} \hat{k}'_s(h, x', y') \hat{k}_s(h, x - x', y - y') \, dx' \, dy'.
\]

This is close to the calculus of hyperbolic PDO obtained in [119, Thm. 2]. Respectively for the commutator of two convolutions we get, cf. (IV.4.18):

\[(IV.4.36)\]
\[
[k', k]^\hat{s} = \int_{\mathbb{R}^{2n}} \sinh(h(xy' - yx')) \hat{k}'_s(h, x', y') \hat{k}_s(h, x - x', y - y') \, dx' \, dy'.
\]

This the hyperbolic version of the Moyal bracket, cf. [119, p. 849], which generates the corresponding image of the dynamic equation (IV.4.4).

**Example IV.4.14.**

i. For a quadratic Hamiltonian, e.g. harmonic oscillator from Example IV.4.3, the hyperbolic equation and respective dynamics is identical to quantum considered before.

ii. Since $\frac{\partial}{\partial s}$ acts on $\mathbb{P}^j_\hbar(\mathbb{H}^n)$ as multiplication by $j\hbar$ and $j^2 = 1$, the hyperbolic image of the unharmonic equation (IV.4.9) becomes:

\[
\hat{\dot{f}} = \left( mk^2 q \frac{\partial}{\partial p} + \frac{\lambda}{6} \left( 3q^2 \frac{\partial}{\partial p} + \frac{\hbar^2}{4} \frac{\partial^3}{\partial p^3} \right) - \frac{1}{m} p \frac{\partial}{\partial q} \right) f.
\]

The difference with quantum mechanical equation (IV.4.21) is in the sign of the cubic derivative.

**IV.4.4.3. Hyperbolic Probabilities.** To calculate probability distribution generated by a hyperbolic state we are using the general procedure from Section IV.4.1.2. The main differences with the quantum case are as follows:

i. The real number $\lambda$ in the expression (IV.4.12) for the addition of probabilities is bigger than 1 in absolute value. Thus it can be associated with the hyperbolic cosine $\cosh \alpha$, cf. Rem. IV.4.8, for certain phase $\alpha \in \mathbb{R}$ [119].

ii. The nature of hyperbolic interference on two slits is affected by the fact that $e^{j\hbar s}$ is not periodic and the hyperbolic exponent $e^{jt}$ and cosine $\cosh t$ do not oscillate. It is worth to notice that for Gaussian states the hyperbolic interference is exactly the same as quantum one, cf. Figs. IV.4.1(a) and IV.4.2(a). This
Figure IV.4.2. Hyperbolic probabilities: the blue (dashed) graph shows the addition of probabilities without interaction, the red (solid) graph present the quantum interference. Left picture shows the Gaussian state (IV.4.23), with the same distribution as in quantum mechanics, cf. Fig. IV.4.1(a). The right picture shows the rational state (IV.4.26), note the absence of interference oscillations in comparison with the quantum state on Fig. IV.4.1(b).

is similar to coincidence of quantum and hyperbolic dynamics of harmonic oscillator.

The contrast between two types of interference is prominent for the rational state (IV.4.26), which is far from the minimal uncertainty, see the different patterns on Figs. IV.4.1(b) and IV.4.2(b).

IV.4.4.4. Ladder Operators for the Hyperbolic Subgroup. Consider the case of the Hamiltonian $H = 2B$, which is a repulsive (hyperbolic) harmonic oscillator [272, § 3.8]. The corresponding one-dimensional subgroup of symplectomorphisms produces hyperbolic rotations of the phase space, see Fig. II.3.1. The eigenvectors $v_\mu$ of the operator

$$\rho^{SW}_h(2B)v_\nu = -i \left( \frac{\hbar}{4\pi} \frac{d^2}{dq^2} + \frac{\pi q^2}{\hbar} \right) v_\nu = i\nu v_\nu,$$

are Weber–Hermite (or parabolic cylinder) functions $v_\nu = D_{\nu-\frac{1}{2}} \left( \pm 2e^{i\frac{\pi}{4}} \sqrt{\frac{\pi}{\hbar}} q \right)$, see [72, § 8.2; 250] for fundamentals of Weber–Hermite functions and [258] for further illustrations and applications in optics.

The corresponding one-parameter group is not compact and the eigenvalues of the operator $2\tilde{B}$ are not restricted by any integrality condition, but the raising/lowering operators are still important [110, § II.1; 202, § 1.1]. We again seek solutions in two subalgebras $h_1$ and $sp_2$ separately. However the additional options will be provided by a choice of the number system: either complex or double.

Example IV.4.15 (Complex Ladder Operators). Assuming $L^+_h = a\tilde{X} + b\tilde{Y}$ from the commutators (IV.2.18–IV.2.19) we obtain the linear equations:

$$-a = \lambda_+ b, \quad -b = \lambda_+ a.$$
The equations have a solution if and only if \( \lambda^2 - 1 = 0 \). Taking the real roots \( \lambda = \pm 1 \) we obtain that the raising/lowering operators are \( L^\pm_h = \hat{X} \mp \hat{Y} \). In the Schrödinger representation (IV.3.15) the ladder operators are

\[
L^\pm_h = 2\pi i q \pm \hbar \frac{d}{dq}.
\]

The null solutions \( \nu_{\pm \frac{1}{2}}(q) = e^{\pm \frac{\pi i}{2} q^2} \) to operators \( \rho_h(L^\pm) \) are also eigenvectors of the Hamiltonian \( \rho^\text{SW}_h(2B) \) with the eigenvalue \( \pm \frac{1}{2} \). However the important distinction from the elliptic case is, that they are not square-integrable on the real line anymore.

We can also look for ladder operators within the \( sp_2 \), that is in the form \( L^\pm_{2h} = a\hat{\Lambda} + b\hat{B} + c\hat{Z} \) for the commutator \([2\hat{B}, L^\pm_{2h}] = \lambda L^\pm_{2h}\), see § 2. Within complex numbers we get only the values \( \lambda = \pm 2 \) with the ladder operators \( L^\pm_{2h} = \pm 2\hat{\Lambda} + \hat{Z}/2 \), see [110, § II.1; 202, § 1.1]. Each indecomposable \( b_1 \)- or \( sp_2 \)-module is formed by a one-dimensional chain of eigenvalues with a transitive action of ladder operators \( L^\pm_h \) or \( L^\pm_{2h} \) respectively. And we again have a quadratic relation between the ladder operators:

\[
L^\pm_{2h} = \frac{i}{4\pi\hbar} (L^\pm_h)^2.
\]

### IV.4.4.5. Double Ladder Operators

There are extra possibilities in in the context of hyperbolic quantum mechanics [116, 118, 119]. Here we use the representation of \( \mathbb{H}^1 \) induced by a hyperbolic character \( e^{iht} = \cosh(ht) + j\sinh(ht) \), see [162, (4.5)], and obtain the hyperbolic representation of \( \mathbb{H}^1 \), cf. (IV.4.16):

\[
[\rho^i_h(s', x', y') \hat{f}](q) = e^{ih(s' - x'y'/2) + jx'q} \hat{f}(q - hy').
\]

The corresponding derived representation is

\[
\rho^i_h(X) = jq, \quad \rho^i_h(Y) = -\hbar \frac{d}{dq}, \quad \rho^i_h(S) = jhI.
\]

Then the associated Shale–Weil derived representation of \( sp_2 \) in the Schwartz space \( S(\mathbb{R}) \) is, cf. (IV.3.16):

\[
\rho^\text{SW}_h(A) = -\frac{q}{2} \frac{d}{dq} - \frac{1}{4}, \quad \rho^\text{SW}_h(B) = \frac{jh}{4} \frac{d^2}{dq^2} - \frac{jq^2}{4\hbar}, \quad \rho^\text{SW}_h(Z) = -\frac{jh}{2} \frac{d^2}{dq^2} - \frac{jq^2}{2\hbar}.
\]

Note that \( \rho^\text{SW}_h(B) \) now generates a usual harmonic oscillator, not the repulsive one like \( \rho^\text{SW}_h(B) \) in (IV.3.16). However the expressions in the quadratic algebra are still the same (up to a factor), cf. (IV.3.17–IV.3.19):

\[
\rho^\text{SW}_h(A) = -\frac{j}{2\hbar} (\rho^i_h(X) \rho^i_h(Y) - \frac{1}{2} \rho^i_h(S))
\]
\[
= -\frac{j}{4\hbar} (\rho^i_h(X) \rho^i_h(Y) + \rho^i_h(Y) \rho^i_h(X)),
\]

\[
\rho^\text{SW}_h(B) = \frac{j}{4\hbar} (\rho^i_h(X)^2 - \rho^i_h(Y)^2),
\]

\[
\rho^\text{SW}_h(Z) = -\frac{j}{2\hbar} (\rho^i_h(X)^2 + \rho^i_h(Y)^2).
\]
This is due to the Principle II.3.5 of similarity and correspondence: we can swap operators \( Z \) and \( B \) with simultaneous replacement of hypercomplex units \( i \) and \( j \).

The eigenspace of the operator \( 2\rho_{h}^{SW}(B) \) with an eigenvalue \( j\nu \) are spanned by the Weber–Hermite functions \( D_{-\nu-\frac{1}{2}}(\pm\sqrt{\frac{\nu}{h}}x) \), see [72, § 8.2]. Functions \( D_{\nu} \) are generalisations of the Hermit functions (IV.4.27).

The compatibility condition for a ladder operator within the Lie algebra \( h_{1} \) will be (IV.4.37) as before, since it depends only on the commutators (IV.2.18–IV.2.19). Thus we still have the set of ladder operators corresponding to values \( \lambda = \pm 1 \):

\[
L_{h}^{\pm} = \tilde{X} \mp \tilde{Y} = jq \pm \frac{h}{4} \frac{d}{dq}.
\]

Admitting double numbers we have an extra way to satisfy \( \lambda^2 = 1 \) in (IV.4.37) with values \( \lambda = \pm j \). Then there is an additional pair of hyperbolic ladder operators, which are identical (up to factors) to (IV.4.28):

\[
L_{j}^{\pm} = \tilde{X} \mp j\tilde{Y} = jq \pm j\frac{h}{4} \frac{d}{dq}.
\]

Pairs \( L_{h}^{\pm} \) and \( L_{j}^{\pm} \) shift eigenvectors in the “orthogonal” directions changing their eigenvalues by \( \pm 1 \) and \( \pm j \). Therefore an indecomposable \( sp_{2} \)-module can be parametrised by a two-dimensional lattice of eigenvalues in double numbers, see Fig. II.3.2.

The following functions

\[
v_{j}^{\pm}(q) = e^{\mp q^2/(2h)} = \cosh \frac{q^2}{2h} \mp j \sinh \frac{q^2}{2h},
\]

\[
v_{h}^{\pm}(q) = e^{\mp jq^2/(2h)}
\]

are null solutions to the operators \( L_{h}^{\pm} \) and \( L_{j}^{\pm} \) respectively. They are also eigenvectors of \( 2\rho_{h}^{SW}(B) \) with eigenvalues \( \mp \frac{j}{2} \) and \( \mp \frac{1}{2} \) respectively. If these functions are used as mother wavelets for the wavelet transforms generated by the Heisenberg group, then the image space will consist of the null-solutions of the following differential operators, see Cor. II.6.34:

\[
D_{h} = Xr - Yr = (\partial_x - \partial_y) + \frac{h}{2}(x + y),
\]

\[
D_{j} = Xr - jYr = (\partial_x + j\partial_y) - \frac{h}{2}(x - jy),
\]

for \( v_{j}^{\pm} \) and \( v_{h}^{\pm} \) respectively. This is again in line with the classical result (IV.4.29). However annihilation of the eigenvector by a ladder operator does not mean that the part of the 2D-lattice becomes void since it can be reached via alternative routes on this lattice. Instead of multiplication by a zero, as it happens in the elliptic case, a half-plane of eigenvalues will be multiplied by the divisors of zero \( 1 \pm j \).

We can also search ladder operators within the algebra \( sp_{2} \) and admitting double numbers we will again find two sets of them, cf. § ??:

\[
L_{2h}^{\pm} = \pm \tilde{A} \mp \tilde{Z}/2 = \mp \frac{q}{2} \frac{d}{dq} \mp \frac{1}{4} - \frac{jh}{4} \frac{d^2}{dq^2} - j\frac{q^2}{4h} = - \frac{j}{4h} (L_{h}^{\pm})^2,
\]

\[
L_{2j}^{\pm} = \pm j\tilde{A} \mp \tilde{Z}/2 = \mp \frac{jq}{2} \frac{d}{dq} \mp \frac{j}{4} - \frac{jh}{4} \frac{d^2}{dq^2} - j\frac{q^2}{4h} = - j \frac{j}{4h} (L_{j}^{\pm})^2.
\]
Again the operators $L^\pm_{2\hbar}$ and $L^\pm_{2\hbar}$ produce double shifts in the orthogonal directions on the same two-dimensional lattice in Fig. II.3.2.

### IV.4.5. Parabolic (Classical) Representations on the Phase Space

After the previous two cases it is natural to link classical mechanics with dual numbers generated by the parabolic unit $\varepsilon^2 = 0$. Connection of the parabolic unit $\varepsilon$ with the Galilean group of symmetries of classical mechanics is around for a while [273, App. C].

However the nilpotency of the parabolic unit $\varepsilon$ make it difficult if we will work with dual number valued functions only. To overcome this issue we consider a commutative real algebra $\mathbb{C}$ spanned by $1, i, \varepsilon$ and $i\varepsilon$ with identities $i^2 = -1$ and $\varepsilon^2 = 0$. A seminorm on $\mathbb{C}$ is defined as follows:

$$|a + bi + c\varepsilon + d\varepsilon|^2 = a^2 + b^2.$$

#### IV.4.5.1. Classical Non-Commutative Representations.

We wish to build a representation of the Heisenberg group which will be a classical analog of the Fock–Segal–Bargmann representation (IV.3.20). To this end we introduce the space $F^\varepsilon_{\hbar}(\mathbb{H}^n)$ of $\mathbb{C}$-valued functions on $\mathbb{H}^n$ with the property:

$$f(s + s', h, y) = e^{\varepsilon hs'}f(s, x, y),$$

for all $(s, x, y) \in \mathbb{H}^n$, $s' \in \mathbb{R}$, and the square integrability condition (IV.3.3). It is invariant under the left shifts and we restrict the left group action to $F^\varepsilon_{\hbar}(\mathbb{H}^n)$.

An equivalent form of the induced representation acts on $F^\varepsilon_{\hbar}(\mathbb{R}^{2n})$, where $\mathbb{R}^{2n}$ is the homogeneous space of $\mathbb{H}^n$ over its centre. The Fourier transform $(x, y) \mapsto (q, p)$ intertwines the last representation with the following action on $\mathbb{C}$-valued functions on the phase space:

$$\rho^\varepsilon_{\hbar}(s, x, y) : f(q, p) \mapsto e^{-2\pi i(xq + yp)}(f(q, p) + \epsilon h(sf(q, p) + \frac{yll'(q, p)}{2\pi}f'_q(q, p) - \frac{x}{2\pi}f'_p(q, p))).$$

**Remark IV.4.16.** Comparing the traditional infinite-dimensional (IV.3.20) and one-dimensional (IV.4.14) representations of $\mathbb{H}^n$ we can note that the properties of the representation (IV.4.46) are a non-trivial mixture of the former:

i. The action (IV.4.46) is non-commutative, similarly to the quantum representation (IV.3.20) and unlike the classical one (IV.4.14). This non-commutativity will produce the Hamilton equations below in a way very similar to Heisenberg equation, see Rem. IV.4.18.

ii. The representation (IV.4.46) does not change the support of a function $f$ on the phase space, similarly to the classical representation (IV.4.14) and unlike the quantum one (IV.3.20). Such a localised action will be responsible later for an absence of an interference in classical probabilities.

iii. The parabolic representation (IV.4.46) can not be derived from either the elliptic (IV.3.20) or hyperbolic (IV.4.33) by the plain substitution $\hbar = 0$.

We may also write a classical Schrödinger type representation. According to § II.3.2 we get a representation formally very similar to the elliptic (IV.4.15) and hyperbolic...
versions (IV.4.34):

\[ \langle \rho^x(s', x', y') f(x) = e^{-e\hbar(s' + xy' - x'y')/2} f(x - x') \]

\[ = (1 - e\hbar(s' + xy' - x'y')) f(x - x'). \]

However due to nilpotency of \( \epsilon \) the (complex) Fourier transform \( x \mapsto q \) produces a different formula for parabolic Schrödinger type representation in the configuration space, cf. (IV.4.16) and (IV.4.39):

\[ [\rho^x(s', x', y') \hat{f}] (q) = e^{2\pi i x' q} \left( (1 - e\hbar(s' - x'y')) \hat{f}(q) + \frac{\epsilon y' \hat{f}(q)}{2\pi i} \right). \]

This representation shares all properties mentioned in Rem. IV.4.16 as well.

**IV.4.5.2. Hamilton Equation.** The identity \( e^{\epsilon t} - e^{-\epsilon t} = 2\epsilon t \) can be interpreted as a parabolic version of the sine function, while the parabolic cosine is identically equal to one, cf. § II.3.1 and [102, 153]. From this we obtain the parabolic version of the commutator (IV.18):

\[ [k^s, k^s](\epsilon \hbar, x, y) = \epsilon \hbar \int_{\mathbb{R}^n} (xy' - yx') \]

\[ \times \hat{k}^s(\epsilon \hbar, x', y') \hat{k}_s(\epsilon \hbar, x - x', y - y') \, dx' \, dy', \]

for the partial parabolic Fourier-type transform \( \hat{k}_s \) of the kernels. Thus the parabolic representation of the dynamical equation (IV.4.4) becomes:

\[ \epsilon \hbar \frac{df^s_k}{dt} (\epsilon \hbar, x, y; t) = \epsilon \hbar \int_{\mathbb{R}^n} (xy' - yx') \hat{H}_s(\epsilon \hbar, x', y') \hat{f}_s(\epsilon \hbar, x - x', y - y'; t) \, dx' \, dy', \]

Although there is no possibility to divide by \( \epsilon \) (since it is a zero divisor) we can obviously eliminate \( \epsilon \hbar \) from the both sides if the rest of the expressions are real. Moreover this can be done “in advance” through a kind of the antiderivative operator considered in [145, (4.1)]. This will prevent “imaginary parts” of the remaining expressions (which contain the factor \( \epsilon \)) from vanishing.

**Remark IV.4.17.** It is noteworthy that the Planck constant completely disappeared from the dynamical equation. Thus the only prediction about it following from our construction is \( \hbar \neq 0 \), which was confirmed by experiments, of course.

Using the duality between the Lie algebra of \( \mathbb{H}^n \) and the phase space we can find an adjoint equation for observables on the phase space. To this end we apply the usual Fourier transform \( (x, y) \mapsto (q, p) \). It turn to be the Hamilton equation [145, (4.7)]. However the transition to the phase space is more a custom rather than a necessity and in many cases we can efficiently work on the Heisenberg group itself.

**Remark IV.4.18.** It is noteworthy, that the non-commutative representation (IV.4.46) allows to obtain the Hamilton equation directly from the commutator \( [\rho^H_k(k_1), \rho^H_k(k_2)] \). Indeed its straightforward evaluation will produce exactly the above expression. By contrast, such a commutator for the commutative representation (IV.4.14) is zero and to obtain the Hamilton equation we have to work with an additional tools, e.g. an anti-derivative [145, (4.1)].
Example IV.4.19. i. For the harmonic oscillator in Example IV.4.3 the equation (IV.4.48) again reduces to the form (IV.4.6) with the solution given by (IV.4.7). The adjoint equation of the harmonic oscillator on the phase space is not different from the quantum written in Example IV.4.7(IV.4.7.i). This is true for any Hamiltonian of at most quadratic order. 

ii. For non-quadratic Hamiltonians classical and quantum dynamics are different, of course. For example, the cubic term of $\partial s$ in the equation (IV.4.9) will generate the factor $\varepsilon^3 = 0$ and thus vanish. Thus the equation (IV.4.48) of the unharmonic oscillator on $H^n$ becomes:

$$\dot{f} = \left( mk^2 y \frac{\partial}{\partial x} + \frac{\lambda y}{2} \frac{\partial^2}{\partial x^2} - \frac{1}{m} x \frac{\partial}{\partial y} \right) f.$$ 

The adjoint equation on the phase space is:

$$\dot{f} = \left( \left( mk^2 q + \frac{\lambda}{2} q^2 \right) \frac{\partial}{\partial p} - \frac{1}{m} p \frac{\partial}{\partial q} \right) f.$$ 

The last equation is the classical Hamilton equation generated by the cubic potential (IV.4.8). Qualitative analysis of its dynamics can be found in many textbooks [7, § 4.C, Pic. 12; 225, § 4.4].

Remark IV.4.20. We have obtained the Poisson bracket from the commutator of convolutions on $H^n$ without any quasiclassical limit $\hbar \to 0$. This has a common source with the deduction of main calculus theorems in [41] based on dual numbers. As explained in [154, Rem. 6.9] this is due to the similarity between the parabolic unit $\varepsilon$ and the infinitesimal number used in non-standard analysis [56]. In other words, we never need to take care about terms of order $O(\hbar^2)$ because they will be wiped out by $\varepsilon^2 = 0$.

An alternative derivation of classical dynamics from the Heisenberg group is given in the recent paper [199].

IV.4.5.3. Classical probabilities. It is worth to notice that dual numbers are not only helpful in reproducing classical Hamiltonian dynamics, they also provide the classic rule for addition of probabilities. We use the same formula (IV.4.10) to calculate kernels of the states. The important difference now that the representation (IV.4.46) does not change the support of functions. Thus if we calculate the correlation term $\langle v_1, \rho(g) v_2 \rangle$ in (IV.4.11), then it will be zero for every two vectors $v_1$ and $v_2$ which have disjoint supports in the phase space. Thus no interference similar to quantum or hyperbolic cases (Section IV.4.2.3) is possible.

IV.4.5.4. Ladder Operator for the Nilpotent Subgroup. Finally we look for ladder operators for the Hamiltonian $\tilde{B} + \tilde{Z}/2$ or, equivalently, $-\tilde{B} + \tilde{Z}/2$. It can be identified with a free particle [272, § 3.8].

We can look for ladder operators in the representation (IV.3.15–IV.3.16) within the Lie algebra $h_1$ in the form $L^\pm = a\tilde{X} + b\tilde{Y}$. This is possible if and only if

$$-b = \lambda a, \quad 0 = \lambda b.$$
The compatibility condition \( \lambda^2 = 0 \) implies \( \lambda = 0 \) within complex numbers. However such a “ladder” operator produces only the zero shift on the eigenvectors, cf. (??).

Another possibility appears if we consider the representation of the Heisenberg group induced by dual-valued characters. On the configuration space such a representation is [162, (4.11)]:

\[
\text{(IV.4.50)} \quad [\rho_X^\epsilon(s, x, y)f](q) = e^{2\pi i x q} \left( (1 - \epsilon h(s - \frac{1}{2} xy)) f(q) + \frac{\epsilon h y}{2\pi i} f'(q) \right).
\]

The corresponding derived representation of \( h_1 \) is

\[
\text{(IV.4.51)} \quad \rho^p_h(X) = 2\pi i q, \quad \rho^p_h(Y) = \frac{\epsilon h}{2\pi i} \frac{d}{dq}, \quad \rho^p_h(S) = -\epsilon h I.
\]

However the Shale–Weil extension generated by this representation is inconvenient. It is better to consider the FSB–type parabolic representation (IV.4.46) on the phase space induced by the same dual-valued character. Then the derived representation of \( h_1 \) is:

\[
\text{(IV.4.52)} \quad \rho^p_h(X) = -2\pi i q - \frac{\epsilon h}{4\pi i} \delta_p, \quad \rho^p_h(Y) = -2\pi i p + \frac{\epsilon h}{4\pi i} \delta_q, \quad \rho^p_h(S) = \epsilon h I.
\]

An advantage of the FSB representation is that the derived form of the parabolic Shale–Weil representation coincides with the elliptic one (IV.3.22).

Eigenfunctions with the eigenvalue \( \mu \) of the parabolic Hamiltonian \( \tilde{B} + \tilde{Z}/2 = q\delta_p \) have the form

\[
\text{(IV.4.53)} \quad v_\mu(q, p) = e^{\mu p/q} f(q), \quad \text{with an arbitrary function } f(q).
\]

The linear equations defining the corresponding ladder operator \( L^\pm_\epsilon = a\tilde{X} + b\tilde{Y} \) in the algebra \( h_1 \) are (IV.4.49). The compatibility condition \( \lambda^2 = 0 \) implies \( \lambda = 0 \) within complex numbers again. Admitting dual numbers we have additional values \( \lambda = \pm \epsilon \lambda_1 \) with \( \lambda_1 \in \mathbb{C} \) with the corresponding ladder operators

\[
L^\pm_\epsilon = \tilde{X} \mp \epsilon \lambda_1 \tilde{Y} = -2\pi i q - \frac{\epsilon h}{4\pi i} \delta_p \pm 2\pi \epsilon \lambda_1 i p = -2\pi i q + \epsilon i (\pm 2\pi \lambda_1 p + \frac{h}{4\pi} \delta_p).
\]

For the eigenvalue \( \mu = \mu_0 + \epsilon \mu_1 \) with \( \mu_0, \mu_1 \in \mathbb{C} \) the eigenfunction (IV.4.53) can be rewritten as:

\[
\text{(IV.4.54)} \quad v_\mu(q, p) = e^{\mu p/q} f(q) = e^{\mu_0 p/q} \left( 1 + \epsilon \mu_1 \frac{p}{q} \right) f(q)
\]

due to the nilpotency of \( \epsilon \). Then the ladder action of \( L^\pm_\epsilon \) is \( \mu_0 + \epsilon \mu_1 \mapsto \mu_0 + \epsilon (\mu_1 \pm \lambda_1) \). Therefore these operators are suitable for building \( sp_2 \)-modules with a one-dimensional chain of eigenvalues.

Finally, consider the ladder operator for the same element \( B + Z/2 \) within the Lie algebra \( sp_2 \), cf. § ?? . There is the only operator \( L^\pm_p = \tilde{B} + \tilde{Z}/2 \) corresponding to complex coefficients, which does not affect the eigenvalues. However the dual numbers lead to the operators

\[
L^\pm_\epsilon = \pm \epsilon \lambda_2 \tilde{A} + \tilde{B} + \tilde{Z}/2 = \pm \frac{\epsilon \lambda_2}{2} (q \delta_q - p \delta_p) + q \delta_p, \quad \lambda_2 \in \mathbb{C}.
\]

These operators act on eigenvalues in a non-trivial way.
IV.4.5.5. Similarity and Correspondence. We wish to summarise our findings. Firstly, the appearance of hypercomplex numbers in ladder operators for \( \mathfrak{h}_1 \) follows exactly the same pattern as was already noted for \( \mathfrak{sp}_2 \), see Rem. II.3.9:

- the introduction of complex numbers is a necessity for the existence of ladder operators in the elliptic case;
- in the parabolic case we need dual numbers to make ladder operators useful;
- in the hyperbolic case double numbers are not required neither for the existence or for the usability of ladder operators, but they do provide an enhancement.

In the spirit of the Similarity and Correspondence Principle II.3.5 we have the following extension of Prop. II.3.10:

**Proposition IV.4.21.** Let a vector \( H \in \mathfrak{sp}_2 \) generates the subgroup \( K, N' \) or \( \Lambda' \), that is \( H = Z, B + Z/2 \), or \( 2B \) respectively. Let \( \iota \) be the respective hypercomplex unit. Then the ladder operators \( L^\pm \) satisfying to the commutation relation:

\[
[H, L^\pm_2] = \pm \iota L^\pm
\]

are given by:

i. Within the Lie algebra \( \mathfrak{h}_1 \): \( L^\pm = \tilde{X} \mp \iota \tilde{Y} \).

ii. Within the Lie algebra \( \mathfrak{sp}_2 \): \( L^\pm_2 = \pm \iota \tilde{A} + \tilde{E} \). Here \( E \in \mathfrak{sp}_2 \) is a linear combination of \( B \) and \( Z \) with the properties:

- \( E = [A, H] \).
- \( H = [A, E] \).

Killings form \( K(H, E) \) [123, § 6.2] vanishes.

Any of the above properties defines the vector \( E \in \text{span}(B, Z) \) up to a real constant factor.

It is worth continuing this investigation and describing in details hyperbolic and parabolic versions of FSB spaces.
LECTURE IV.5

Wavelet Transform, Uncertainty Relation and Analyticity

There are two and a half main examples of reproducing kernel spaces of analytic function. One is the Fock–Segal–Bargmann (FSB) space and others (one and a half) – the Bergman and Hardy spaces on the upper half-plane. The first space is generated by the Heisenberg group \([82, \S 1.6; 160, \S 7.3]\), two others – by the group \(\text{SL}_2(\mathbb{R})\) \([160, \S 4.2]\) (this explains our way of counting).

Those spaces have the following properties, which make their study particularly pleasant and fruitful:

i. There is a group, which acts transitively on functions’ domain.

ii. There is a reproducing kernel.

iii. The space consists of holomorphic functions.

Furthermore, for FSB space there is the following property:

iv. The reproducing kernel is generated by a function, which minimises the uncertainty for coordinate and momentum observables.

It is known, that a transformation group is responsible for the appearance of the reproducing kernel \([3, \text{Thm. 8.1.3}]\). This paper shows that the last two properties are equivalent and connected to the group as well.

IV.5.1. Induced Wavelet (Covariant) Transform

The following object is common in quantum mechanics \([145]\), signal processing, harmonic analysis \([168]\), operator theory \([164, 167]\) and many other areas \([160]\). Therefore, it has various names \([3]\): coherent states, wavelets, matrix coefficients, etc. In the most fundamental situation \([3, \text{Ch. 8}]\), we start from an irreducible unitary representation \(\rho\) of a Lie group \(G\) in a Hilbert space \(\mathcal{H}\). For a vector \(f \in \mathcal{H}\) (called mother wavelet, vacuum state, etc.), we define the map \(\mathcal{W}_f\) from \(\mathcal{H}\) to a space of functions on \(G\) by:

\[
(\text{IV.5.1}) \quad [\mathcal{W}_f \nu](g) = \tilde{\nu}(g) := \langle \nu, \rho(g)f \rangle.
\]

Under the above assumptions, \(\tilde{\nu}(g)\) is a bounded continuous function on \(G\). The map \(\mathcal{W}_f\) intertwines \(\rho(g)\) with the left shifts on \(G\):

\[
(\text{IV.5.2}) \quad \mathcal{W}_f \circ \rho(g) = \Lambda(g) \circ \mathcal{W}_f, \quad \text{where} \quad \Lambda(g) : \tilde{\nu}(g') \mapsto \tilde{\nu}(g^{-1}g').
\]

Thus, the image \(\mathcal{W}_f \mathcal{H}\) is invariant under the left shifts on \(G\). If \(\rho\) is square integrable and \(f\) is admissible \([3, \S 8.1]\), then \(\tilde{\nu}(g)\) is square-integrable with respect to the Haar measure on \(G\). Moreover, it is a reproducing kernel Hilbert space and the kernel is \(k(g) = [\mathcal{W}_f f](g)\). At this point, none of admissible vectors has an advantage over others.
It is common [160, § 5.1], that there exists a closed subgroup \( H \subset G \) and a respective \( f \in H \) such that \( \rho(h)f = \chi(h)f \) for some character \( \chi \) of \( H \). In this case, it is enough to know values of \( \tilde{v}(s(x)) \), for any continuous section \( s \) from the homogeneous space \( X = G/H \) to \( G \). The map \( v \mapsto \tilde{v}(x) = \tilde{v}(s(x)) \) intertwines \( \rho \) with the representation \( \rho \chi \) in a certain function space on \( X \) induced by the character \( \chi \) of \( H \) [123, § 13.2]. We call the map

\[
W_f : v \mapsto \tilde{v}(x) = \langle v, \rho(s(x))f \rangle,
\]
where \( x \in G/H \)

the induced wavelet transform [160, § 5.1].

For example, if \( G = \mathbb{H}, H = \{(s, 0, 0) \in \mathbb{H} : s \in \mathbb{R}\} \) and its character \( \chi_h(s, 0, 0) = e^{2\pi is} \), then any vector \( f \in L_2(\mathbb{R}) \) satisfies \( \rho_h(s, 0, 0)f = \chi_h(s)f \) for the representation (IV.4.16). Thus, we still do not have a reason to prefer any admissible vector to others.

**IV.5.2. The Uncertainty Relation**

In quantum mechanics [82, § 1.1], an observable (that is, a self-adjoint operator on a Hilbert space \( H \)) \( A \) produces the expectation value \( \bar{A} \) on a pure state (that is, a unit vector) \( \phi \in H \) by \( \bar{A} = \langle A\phi, \phi \rangle \). Then, the dispersion is evaluated as follow:

\[
\Delta^2_{\phi}(A) = \langle (A - \bar{A})^2\phi, \phi \rangle = \langle (A - \bar{A})\phi, (A - \bar{A})\phi \rangle = \|A - \bar{A}\phi\|^2.
\]

The next theorem links obstructions of exact simultaneous measurements with non-commutativity of observables.

**Theorem IV.5.1 (The Uncertainty relation).** If \( A \) and \( B \) are self-adjoint operators on a Hilbert space \( H \), then

\[
\|(A - a)u\| \|B - b)u\| \geq \frac{1}{2} |\langle(AB - BA)u, u\rangle|,
\]
for any \( u \in H \) from the domains of \( AB \) and \( BA \) and \( a, b \in \mathbb{R} \). Equality holds precisely when \( u \) is a solution of \( (A - a) + ir(B - b))u = 0 \) for some real \( r \).

**Proof.** The proof is well-known [82, § 1.3], but it is short, instructive and relevant for the following discussion, thus we include it in full. We start from simple algebraic transformations:

\[
\langle(AB - BA)u, u\rangle = \langle((A - a)(B - b) - (B - b)(A - a))u, u\rangle
\]
\[
= \langle(B - b)u, (A - a)u\rangle - \langle(A - a)u, (B - b)u\rangle
\]
\[
= 2i\Re \langle(B - b)u, (A - a)u\rangle
\]

Then by the Cauchy–Schwartz inequality:

\[
\frac{1}{2} |\langle(AB - BA)u, u\rangle| \leq |\langle(B - b)u, (A - a)u\rangle| \leq \|(B - b)u\| \|A - a)u\|.
\]

The equality holds if and only if \( (B - b)u \) and \( (A - a)u \) are proportional by a purely imaginary scalar. \( \square \)

The famous application of the above theorem is the following fundamental relation in quantum mechanics. We use [162, (3.5)] the Schrödinger representation (IV.4.16) of the Heisenberg group (IV.4.16):

\[
[p_{\chi}(s', x', y'), f](q) = e^{-2\pi i\hbar(s' + x'y'/2) - 2\pi ix'q} \hat{f}(q + \hbar y').
\]
Elements of the Lie algebra \( \mathfrak{h} \), corresponding to the infinitesimal generators \( X \) and \( Y \) of one-parameters subgroups \((0, t/(2\pi), 0)\) and \((0, 0, t)\) in \( \mathbb{H} \), are represented in (IV.5.7) by the (unbounded) operators \( \tilde{M} \) and \( \tilde{D} \) on \( L_2(\mathbb{R}) \):

\[
\tilde{M} = -iq, \quad \tilde{D} = h \frac{d}{dq},
\]

with the commutator \([\tilde{M}, \tilde{D}] = i\hbar I\). In the Schrödinger model of quantum mechanics, \( f(q) \in L_2(\mathbb{R}) \) is interpreted as a wave function (a state) of a particle, with \( M = i\tilde{M} \) and \( \frac{1}{i}\tilde{D} \) are the observables of its coordinate and momentum.

**Corollary IV.5.2 (Heisenberg–Kennard uncertainty relation).** For the coordinate \( M \) and momentum \( D \) observables we have the Heisenberg–Kennard uncertainty relation:

\[
\Delta \phi(M) \cdot \Delta \phi(D) \geq \frac{\hbar}{2}.
\]

The equality holds if and only if \( \phi(q) = e^{-cq^2}, c \in \mathbb{R}_+ \) is the Gaussian—the vacuum state in the Schrödinger model.

**Proof.** The relation follows from the commutator \([M, D] = i\hbar I\), which, in turn, is the representation of the Lie algebra \( \mathfrak{h} \) of the Heisenberg group. By Thm. IV.5.1, the minimal uncertainty state in the Schrödinger representation is a solution of the differential equation: \((M - irD)\phi = 0\) for some \( r \in \mathbb{R} \), or, explicitly:

\[
(M - irD)\phi = -i \left( q + rh \frac{d}{dq} \right) \phi(q) = 0.
\]

The solution is the Gaussian \( \phi(q) = e^{-cq^2}, c = \frac{1}{2rh} \). For \( c > 0 \), this function is in the state space \( L_2(\mathbb{R}) \).

**IV.5.3. The Gaussian**

The Gaussian is the crucial element in the theory of the Heisenberg group and will repeatedly use its remarkable properties. For this reasons we devote a separate section to their description.

Cor. IV.5.2 identifies the Gaussian \( \phi(q) = e^{-cq^2} \) as the vector with minimal uncertainty. It is also common to say that the Gaussian \( \phi(q) = e^{-cq^2} \) represents the ground state, which minimises the uncertainty of coordinate and momentum.

**IV.5.4. Right Shifts and Analyticity**

To discover some preferable mother wavelets, we use the following general result from [160, § 5]. Let \( G \) be a locally compact group and \( \rho \) be its representation in a Hilbert space \( H \). Let \([W_f v](g) = \langle v, \rho(g)f \rangle\) be the wavelet transform defined by a vacuum state \( f \in H \). Then, the right shift \( R(g) : [W_f v](g') \mapsto [W_f v](g'g) \) for \( g \in G \) coincides with the wavelet transform \([W_{f_g} v](g') = \langle v, \rho(g')f_g \rangle\) defined by the vacuum state \( f_g = \rho(g)f \). In other words, the covariant transform intertwines right shifts on the group \( G \) with the associated action \( \rho \) on vacuum states, cf. (IV.5.2):

\[
R(g) \circ W_f = W_{\rho(g)f}.
\]
Although, the above observation is almost trivial, applications of the following corollary are not.

**Corollary IV.5.3 (Analyticity of the wavelet transform, [160, § 5])**. Let $G$ be a group and $dg$ be a measure on $G$. Let $\rho$ be a unitary representation of $G$, which can be extended by integration to a vector space $V$ of functions or distributions on $G$. Let a mother wavelet $f \in H$ satisfy the equation

$$\int_G a(g) \rho(g)f \, dg = 0,$$

for a fixed distribution $a(g) \in V$. Then any wavelet transform $\tilde{\nu}(g) = \langle \nu, \rho(g)f \rangle$ obeys the condition:

$$\text{(IV.5.12)} \quad D\tilde{\nu} = 0, \quad \text{where} \quad D = \int_G \tilde{a}(g) R(g) \, dg,$$

with $R$ being the right regular representation of $G$.

Some applications (including discrete one) produced by the $ax + b$ group can be found in [168, § 6]. We turn to the Heisenberg group now.

**Example IV.5.4 (Gaussian and FSB transform).** The Gaussian $\phi(q) = e^{-cq^2/2}$ is a null-solution of the operator $\hbar c M - iD$. For the centre $Z = \{(s, 0, 0) : s \in \mathbb{R}\} \subset \mathbb{H}$, we define the section $s : \mathbb{H}/Z \to \mathbb{H}$ by $s(x, y) = (0, x, y)$. Then, the corresponding induced wavelet transform (IV.5.3) is:

$$\text{(IV.5.13)} \quad \tilde{\nu}(x, y) = \langle \nu, \rho(s(x, y))\phi \rangle = \int_{\mathbb{R}} \nu(q) e^{\pi i \hbar x y - 2\pi i x q} e^{-c(q + \hbar y)^2/2} \, dq.$$  

The transformation intertwines the Schrödinger and Fock–Segal–Bargmann representations. Furthermore,

The infinitesimal generators $X$ and $Y$ of one-parameters subgroups $(0, t/(2\pi), 0)$ and $(0, 0, t)$ are represented through the right shift in (IV.2.5) by

$$R_*(X) = -\frac{1}{4\pi} y \partial_z + \frac{1}{2\pi} \partial_x, \quad R_*(Y) = \frac{1}{2} x \partial_z + \partial_y.$$  

For the representation induced by the character $\chi_\hbar(s, 0, 0) = e^{2\pi i s}$ we have $\partial_z = 2\pi i \hbar$. Cor. IV.5.3 ensures that the operator

$$\text{(IV.5.14)} \quad \hbar c \cdot R_*(X) + i \cdot R_*(Y) = -\frac{\hbar}{2} (2\pi x + i\hbar c y) + \frac{\hbar c}{2\pi} \partial_x + i \partial_y$$

annihilate any $\tilde{\nu}(x, y)$ from (IV.5.13). The integral (IV.5.13) is known as Fock–Segal–Bargmann (FSB) transform and in the most common case the values $\hbar = 1$ and $c = 2\pi$ are used. For these, operator (IV.5.14) becomes $-\pi(x + iy) + (\partial_x + i \partial_y) = -\pi z + 2\partial_z$ with $z = x + iy$. Then the function $V(z) = e^{\pi z^2/2} \tilde{\nu}(z) = e^{\pi(x^2+y^2)/2} \tilde{\nu}(x, y)$ satisfies the Cauchy–Riemann equation $\partial_z V(z) = 0$.

This example shows, that the Gaussian is a preferred vacuum state (as producing analytic functions through FSB transform) exactly for the same reason as being the minimal uncertainty state: the both are derived from the identity $(\hbar c M + iD)e^{-c q^2/2} = 0$. 

IV.5.5. Uncertainty and Analyticity

The main result of this paper is a generalisation of the previous observation, which bridges together Cor. IV.5.3 and Thm. IV.5.1. Let $G$, $H$, $\rho$ and $H$ be as before. Assume, that the homogeneous space $X = G/H$ has a (quasi-)invariant measure $d\mu(x)$ [123, § 13.2]. Then, for a function (or a suitable distribution) $k$ on $X$ we can define the integrated representation:

$$(IV.5.15) \quad \rho(k) = \int_X k(x) \rho(s(x)) \, d\mu(x),$$

which is (possibly, unbounded) operators on (possibly, dense subspace of) $H$. It is a homomorphism of the convolution algebra $L_1(G, dg)$ to an algebra of bounded operators on $H$. In particular, $R(k)$ denotes the integrated right shifts, for $H = \{e\}$.

**Theorem IV.5.5** ([170]). Let $k_1$ and $k_2$ be two distributions on $X$ with the respective integrated representations $\rho(k_1)$ and $\rho(k_2)$. The following are equivalent:

i. A vector $f \in H$ satisfies the identity

$$\Delta_f(\rho(k_1)) \cdot \Delta_f(\rho(k_2)) = \langle [\rho(k_1), \rho(k_1)]f, f \rangle.$$

ii. The image of the wavelet transform $\mathcal{W}_f : v \mapsto \tilde{v}(g) = \langle v, \rho(g)f \rangle$ consists of functions satisfying the equation $R(k_1 + ik_2)\tilde{v} = 0$ for some $r \in \mathbb{R}$, where $R$ is the integrated form (IV.5.15) of the right regular representation on $G$.

**Proof.** This is an immediate consequence of a combination of Thm. IV.5.1 and Cor. IV.5.3. □

Example IV.5.4 is a particular case of this theorem with $k_1(x, y) = \delta'_x(x, y)$ and $k_2(x, y) = \delta'_y(x, y)$ (partial derivatives of the delta function), which represent vectors $X$ and $Y$ from the Lie algebra $\mathfrak{g}$. The next example will be of this type as well.

IV.5.6. Hardy Space on the Real Line

We consider the induced representation $\rho_1$ (II.3.8) for $k = 1$ of the group $\text{SL}_2(\mathbb{R})$. A $\text{SL}_2(\mathbb{R})$-quasi-invariant measure on the real line is $|cx + d|^{-2} \, dx$. Thus, the following form of the representation (II.3.8)

$$(IV.5.16) \quad \rho_1(g)f(w) = \frac{1}{cx + d} f \left( \frac{ax + b}{cx + d} \right), \quad \text{where} \quad g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix},$$

is unitary in $L_2(\mathbb{R})$ with the Lebesgue measure $dx$.

We can calculate the derived representations for the basis of $\mathfrak{sl}_2$ (II.3.13):

$$d\rho_1^A = \frac{1}{2} \cdot I + x \partial_x,$$

$$d\rho_1^B = \frac{1}{2} x \cdot I + \frac{1}{2} (x^2 - 1) \partial_x,$$

$$d\rho_1^Z = -x \cdot I - (x^2 + 1) \partial_x.$$

The linear combination of the above vector fields producing "ladder" operators $L^\pm = \pm i A + B$ are, cf. (II.3.17):

$$(IV.5.17) \quad d\rho_1^L = \frac{1}{2} \left( (x \pm i) \cdot I + (x \pm i)^2 \cdot \partial_x \right).$$
Obviously, the function \( f_+(x) = (x + i)^{-1} \) satisfies \( d\rho_1^{L+}f_+ = 0 \). Recalling the commutator \([A, B] = -\frac{1}{2}Z\) we note that \( d\rho_1^{Z}f_+ = -if_+ \). Therefore, there is the following identity for dispersions on this state:

\[
\Delta_{f_+}(\rho_1^A) \cdot \Delta_{f_+}(\rho_1^B) = \frac{1}{2},
\]

with the minimal value of uncertainty among all eigenvectors of the operator \( d\rho_1^{Z} \).

Furthermore, the vacuum state \( f_+ \) generates the induced wavelet transform for the subgroup \( K = \{e^{iZ} \mid t \in \mathbb{R}\} \). We identify \( SL_2(\mathbb{R})/K \) with the upper half-plane \( \mathbb{C}_+ = \{z \in \mathbb{C} \mid \Im z > 0\} \) [160, § 5.5; 167]. The map \( s : SL_2(\mathbb{R})/K \to SL_2(\mathbb{R}) \) is defined as \( s(x + iy) = \frac{1}{\sqrt{y}} \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} \) (I.3.13). Then, the induced wavelet transform (IV.5.3) is:

\[
\tilde{\nu}(x + iy) = \langle \nu, \rho_1(s(x + iy))f_+ \rangle = \frac{1}{2\pi\sqrt{y}} \int_{\mathbb{R}} \frac{\nu(t) \, dt}{t - (x + iy)} = \sqrt{y} \frac{1}{2\pi} \int_{\mathbb{R}} \frac{\nu(t) \, dt}{t - (x + iy)}.
\]

Clearly, this is the Cauchy integral up to the factor \( \sqrt{y} \), which is related to the conformal metric on the upper half-plane. Similarly, we can consider the operator \( \rho_1^{B-iA} = \frac{1}{2} \left( (x + i) \cdot I + (x + i)^2 \cdot \partial_x \right) \) and the function \( f_-(z) = \frac{1}{z - 1} \) simultaneously solving the equations \( \rho_1^{B-iA}f_- = 0 \) and \( d\rho_1^{Z}f_- = if_- \). It produces the integral with the conjugated Cauchy kernel.

Finally, we can calculate the operator (IV.5.12) annihilating the image of the wavelet transform. In the coordinates \((x + iy, t) \in (SL_2(\mathbb{R})/K) \times K\), the restriction to the induced subrepresentation is, cf. [192, § IX.5]:

\[
\begin{align*}
\mathcal{L}^A &= \frac{1}{2} \sin 2t \cdot I + y \sin 2t \cdot \partial_x - y \cos 2t \cdot \partial_y, \\
\mathcal{L}^B &= -\frac{1}{2} \cos 2t \cdot I + y \cos 2t \cdot \partial_x - y \sin 2t \cdot \partial_y.
\end{align*}
\]

Then, the left-invariant vector field corresponding to the ladder operator contains the Cauchy–Riemann operator as the main ingredient:

\[
\mathcal{L}^\Lambda = e^{2it}(-\frac{1}{2} I + y(\partial_x + i\partial_y)), \quad \text{where} \quad \mathcal{L}^- = \overline{\mathcal{L}^\Lambda} = -iA + B.
\]

Furthermore, if \( \mathcal{L}^\Lambda f_+ = 0 \), then \( \mathcal{L}^- f_+ = 0 \). That is, \( V(x + iy) = \tilde{\nu}(x + iy)/\sqrt{y} \) is a holomorphic function on the upper half-plane.

Similarly, we can treat representations of \( SL_2(\mathbb{R}) \) in the space of square integrable functions on the upper half-plane. The irreducible components of this representation are isometrically isomorphic [160, § 4–5] to the weighted Bergman spaces of (purely poly-)analytic functions on the unit disk, cf. [265]. Further connections between analytic function theory and group representations can be found in [134, 160].

### IV.5.7. Contravariant Transform and Relative Convolutions

For a square integrable unitary irreducible representation \( \rho \) and a fixed admissible vector \( \psi \in V \), the integrated representation (IV.5.15) produces the contravariant transform \( \mathcal{M}_\psi : L_1(G) \to V \), cf. [137, 167]:

\[
(IV.5.21) \quad \mathcal{M}_\psi(k) = \rho(k)\psi, \quad \text{where} \quad k \in L_1(G).
\]
The contravariant transform \( M^\rho_\psi \) intertwines the left regular representation \( \Lambda \) on \( L^2(G) \) and \( \rho \):

\[
(IV.5.22) \quad M^\rho_\psi \Lambda(g) = \rho(g) M^\rho_\psi.
\]

Combining with (IV.5.2), we see that the composition \( M^\rho_\psi \circ W^_\rho_\phi \) of the covariant and contravariant transform intertwines \( \rho \) with itself. For an irreducible square integrable \( \rho \) and suitably normalised admissible \( \phi \) and \( \psi \), we use the Schur’s lemma [3, Lem. 4.3.1], [123, Thm. 8.2.1] to conclude that:

\[
(IV.5.23) \quad M^\rho_\psi \circ W^_\rho_\phi = \langle \psi, \phi \rangle I.
\]

Similarly to induced wavelet transform (IV.5.3), we may define integrated representation and contravariant transform for a homogeneous space. Let \( H \) be a subgroup of \( G \) and \( X = G/H \) be the respective homogeneous space with a (quasi-)invariant measure \( dx \) [123, § 9.1]. For the natural projection \( p : G \to X \) we fix a continuous section \( s : X \to G \) [123, § 13.2], which is a right inverse to \( p \). Then, we define an operator of relative convolution on \( V \) [135, 167], cf. (IV.5.15):

\[
(IV.5.24) \quad \rho(k) = \int_X k(x) \rho(s(x)) \, dx,
\]

with a kernel \( k \) defined on \( X = G/H \). There are many important classes of operators described by (IV.5.24), notably pseudodifferential operators (PDO) and Toeplitz operators [109, 135, 137, 167]. Thus, it is important to have various norm estimations of \( \rho(k) \).

We already mentioned a straightforward inequality \( \| \rho(k) \| \leq C \| k \|_1 \) for \( k \in L_1(G, dg) \), however, other classes are of interest as well.

### IV.5.8. Norm Estimations of Relative Convolutions

If \( G \) is the Heisenberg group and \( \rho \) is its Schrödinger representation, then \( \rho(\hat{\alpha}) \) (IV.5.24) is a PDO \( \alpha(X, D) \) with the symbol \( \alpha \) [82, 109, 167], which is the Weyl quantization (IV.1.6) of a classical observable \( \alpha \) defined on phase space \( \mathbb{R}^2 \). Here, \( \hat{\alpha} \) is the Fourier transform of \( \alpha \), as usual. The Calderón–Vaillancourt theorem [256, Ch. XIII] estimates \( \| \alpha(X, D) \| \) by \( L_\infty \)-norm of a finite number of partial derivatives of \( \alpha \).

In this section we revise the method used in [109, § 3.1] to prove the Calderón–Vaillancourt estimations. It was described as “rather magical” in [82, § 2.5]. We hope, that a usage of the covariant transform dispel the mystery without undermining the power of the method.

We start from the following lemma, which has a transparent proof in terms of covariant transform, cf. [109, § 3.1] and [82, (2.75)]. For the rest of the section we assume that \( \rho \) is an irreducible square integrable representation of an exponential Lie group \( G \) in \( V \) and mother wavelet \( \phi, \psi \in V \) are admissible.

**Lemma IV.5.6.** Let \( \phi \in V \) be such that, for \( \Phi = W_\phi \phi \), the reciprocal \( \Phi^{-1} \) is bounded on \( G \) or \( X = G/H \). Then, for the integrated representation (IV.5.15) or relative convolution (IV.5.24), we have the inequality:

\[
(IV.5.25) \quad \| \rho(f) \| \leq \| \Lambda \otimes R(\Phi^{-1}) \|,
\]

where \( (\Lambda \otimes R)(g) : k(g') \mapsto k(g^{-1} g' g) \) acts on the image of \( W_\phi \).
**Proof.** We know from (IV.5.23) that $M_\phi \circ \mathcal{W}_{\rho(g)\phi} = \langle \phi, \rho(g)\phi \rangle I$ on $V$, thus:
\[ M_\phi \circ \mathcal{W}_{\rho(g)\phi} \circ \rho(g) = \langle \phi, \rho(g)\phi \rangle \rho(g) = \Phi(g)\rho(g). \]
On the other hand, the intertwining properties (IV.5.2) and (IV.5.11) of the wavelet transform imply:
\[ M_\phi \circ \mathcal{W}_{\rho(g)\phi} \circ \rho(g) = M_\phi \circ (\Lambda \otimes R)(g) \circ \mathcal{W}_\phi. \]
Integrating the identity $\Phi(g)\rho(g) = M_\phi \circ (\Lambda \otimes R)(g) \circ \mathcal{W}_\phi$ with the function $f\Phi^{-1}$ and use the partial isometries $\mathcal{W}_\phi$ and $M_\phi$ we get the inequality. 

The Lemma is most efficient if $\Lambda \otimes R$ acts in a simple way. Thus, we give the following

**Definition IV.5.7.** We say that the subgroup $H$ has the **complemented commutator property**, if there exists a continuous section $s : X \to G$ such that:
\[ (IV.5.26) \quad \rho(s(x)^{-1}gs(x)) = \rho(g), \quad \text{for all} \quad x \in X = G/H, \quad g \in G. \]

For a Lie group $G$ with the Lie algebra $g$ define the Lie algebra $h = [g, g]$. The subgroup $H = \exp(h)$ (as well as any larger subgroup) has the complemented commutator property (IV.5.26). Of course, $X = G/H$ is non-trivial if $H \neq G$ and this happens, for example, for a nilpotent $G$. In particular, for the Heisenberg group, its centre has the complemented commutator property.

Note, that the complemented commutator property (IV.5.26) implies:
\[ (IV.5.27) \quad \Lambda \otimes R(s(x)) : g \mapsto gh, \quad \text{for the unique} \quad h = g^{-1}s(x)^{-1}gs(x) \in H. \]
For a character $\chi$ of the subgroup $H$, we introduce an integral transformation $\hat{\cdot} : L_1(X) \to \mathbb{C}(G)$:
\[ (IV.5.28) \quad \hat{k}(g) = \int_X k(x) \chi(g^{-1}s(x)^{-1}gs(x)) \, dx, \]
where $h(x, g) = g^{-1}s(x)^{-1}gs(x)$ is in $H$ due to the relations (IV.5.26). This transformation generalises the isotropic symbol defined for the Heisenberg group in [109, § 2.1].

**Proposition IV.5.8 ([165]).** Let a subgroup $H$ of $G$ have the complemented commutator property (IV.5.26) and $\rho_\chi$ be an irreducible representation of $G$ induced from a character $\chi$ of $H$, then:
\[ (IV.5.29) \quad \| \rho_\chi(f) \| \leq \| f\Phi^{-1} \|_\infty, \]
with the sup-norm of the function $f\Phi^{-1}$ on the right.

**Proof.** For an induced representation $\rho_\chi$ [123, § 13.2], the covariant transform $\mathcal{W}_\phi$ maps $V$ to a space $L^2_\chi(G)$ of functions having the property $F(gh) = \chi(h)F(g)$ [167, § 3.1]. From (IV.5.27), the restriction of $\Lambda \otimes R$ to the space $L^2_\chi(G)$ is:
\[ \Lambda \otimes R(s(x)) : \psi(g) \mapsto \psi(gh) = \chi(h(x, g))\psi(g). \]
In other words, $\Lambda \otimes R$ acts by multiplication on $L^2_\chi(G)$. Then, integrating the representation $\Lambda \otimes R$ over $X$ with a function $k$ we get an operator $(L \otimes R)(k)$, which reduces on the irreducible component to multiplication by the function $\hat{k}(g)$. Put $k = f\Phi^{-1}$.
for $\Phi = W_\phi \phi$. Then, from the inequality (IV.5.25), the norm of operator $\rho_x(f)$ can be estimated by $\|\Lambda \otimes R(f\Phi^{-1})\| = \|f\Phi^{-1}\|_{\infty}$. □

For a nilpotent step 2 Lie group, the transformation (IV.5.28) is almost the Fourier transform, cf. the case of the Heisenberg group in [109, § 2.1]. This allows to estimate $\|f\Phi^{-1}\|_{\infty}$ through $\|\hat{f}\|_{\infty}$, where $\hat{f}$ is in the essence the symbol of the respective PDO. For other groups, the expression $g^{-1}s(x)^{-1}gs(x)$ in (IV.5.28) contains non-linear terms and its analysis is more difficult. In some circumstance the integral Fourier operators [256, Ch. VIII] may be useful for this purpose.
APPENDIX A

Open Problems

A reader may already note numerous objects and results, which deserve a further consideration. It may also worth to state some open problems explicitly. In this section we indicate several directions for further work, which go through four main areas described in the paper.

A.1. Geometry

Geometry is most elaborated area so far, yet many directions are waiting for further exploration.

i. Möbius transformations (I.1.1) with three types of hypercomplex units appear from the action of the group $\text{SL}_2(\mathbb{R})$ on the homogeneous space $\text{SL}_2(\mathbb{R})/H$ [157], where $H$ is any subgroup $\Lambda, \Pi, K$ from the Iwasawa decomposition (I.3.12). Which other actions and hypercomplex numbers can be obtained from other Lie groups and their subgroups?

ii. Lobachevsky geometry of the upper half-plane is extremely beautiful and well-developed subject [16, 54]. However the traditional study is limited to one subtype out of nine possible: with the complex numbers for Möbius transformation and the complex imaginary unit used in FSCc (??). The remaining eight cases shall be explored in various directions, notably in the context of discrete subgroups [15].

iii. The Fillmore-Springer-Cnops construction, see subsection ??, is closely related to the orbit method [125] applied to $\text{SL}_2(\mathbb{R})$. An extension of the orbit method from the Lie algebra dual to matrices representing cycles may be fruitful for semisimple Lie groups.

iv.

v. A development of a discrete version of the geometrical notions can be derived from suitable discrete groups. A natural first example is the group $\text{SL}_2(\mathbb{F})$, where $\mathbb{F}$ is a finite field, e.g. $\mathbb{Z}_p$ the field of integers modulo a prime $p$.

A.2. Analytic Functions

It is known that in several dimensions there are different notions of analyticity, e.g. several complex variables and Clifford analysis. However, analytic functions of a complex variable are usually thought to be the only options in a plane domain. The following seems to be promising:
i. Development of the basic components of analytic function theory (the Cauchy integral, the Taylor expansion, the Cauchy-Riemann and Laplace equations, etc.) from the same construction and principles in the elliptic, parabolic and hyperbolic cases and respective subcases.

ii. Identification of Hilbert spaces of analytic functions of Hardy and Bergman types, investigation of their properties. Consideration of the corresponding Toeplitz operators and algebras generated by them.

iii. Application of analytic methods to elliptic, parabolic and hyperbolic equations and corresponding boundary and initial values problems.

iv. Generalisation of the results obtained to higher dimensional spaces. Detailed investigation of physically significant cases of three and four dimensions.

v. There is a current interest in construction of analytic function theory on discrete sets. Our approach is ready for application to an analytic functions in discrete geometric set-up outlined in item A.1.0.v above.

A.3. Functional Calculus

The functional calculus of a finite dimensional operator considered in Section III.1 is elementary but provides a coherent and comprehensive treatment. It shall be extended to further cases where other approaches seems to be rather limited.

i. Nilpotent and quasinilpotent operators have the most trivial spectrum possible (the single point \{0\}) while their structure can be highly non-trivial. Thus the standard spectrum is insufficient for this class of operators. In contract, the covariant calculus and the spectrum give complete description of nilpotent operators—the basic prototypes of quasinilpotent ones. For quasinilpotent operators the construction will be more complicated and shall use analytic functions mentioned in A.2.0.i.

ii. The version of covariant calculus described above is based on the discrete series representations of SL$_2(\mathbb{R})$ group and is particularly suitable for the description of the discrete spectrum (note the remarkable coincidence in the names).

It is interesting to develop similar covariant calculi based on the two other representation series of SL$_2(\mathbb{R})$: principal and complementary [192]. The corresponding versions of analytic function theories for principal [134] and complementary series [154] were initiated within a unifying framework. The classification of analytic function theories into elliptic, parabolic, hyperbolic [149, 154] hints the following associative chains:

<table>
<thead>
<tr>
<th>Representations</th>
<th>Function Theory</th>
<th>Type of Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>discrete series</td>
<td>elliptic</td>
<td>discrete spectrum</td>
</tr>
<tr>
<td>principal series</td>
<td>hyperbolic</td>
<td>continuous spectrum</td>
</tr>
<tr>
<td>complementary series</td>
<td>parabolic</td>
<td>residual spectrum</td>
</tr>
</tbody>
</table>

iii. Let $a$ be an operator with $\text{sp } a \in \bar{D}$ and $\|a^k\| < Ck^p$. It is typical to consider instead of $a$ the power bounded operator $ra$, where $0 < r < 1$, and consequently develop its $H_\infty$ calculus. However such a regularisation is very rough and
hides the nature of extreme points of $\sp a$. To restore full information a subsequent limit transition $r \to 1$ of the regularisation parameter $r$ is required. This makes the entire technique rather cumbersome and many results have an indirect nature.

The regularisation $\alpha^k \to \alpha^k/k^p$ is more natural and accurate for polynomially bounded operators. However, it cannot be achieved within the homomorphic calculus Defn. III.1.1 because it is not compatible with any algebra homomorphism. Albeit this may be achieved within the covariant calculus Defn. III.1.4 and Bergman type space from A.2.0.ii.

iv. Several non-commuting operators are especially difficult to treat with functional calculus Defn. III.1.1 or a joint spectrum. For example, deep insights on joint spectrum of commuting tuples [255] refused to be generalised to non-commuting case so far. The covariant calculus was initiated [132] as a new approach to this hard problem and was later found useful elsewhere as well. Multidimensional covariant calculus [144] shall use analytic functions described in A.2.0.iv.

v. As we noted above there is a duality between the co- and contravariant calculi from Defins. II.4.23 and II.4.25. We also seen in Section III.1 that functional calculus is an example of contravariant calculus and the functional model is a case of a covariant one. It is interesting to explore the duality between them further.

### A.4. Quantum Mechanics

Due to the space restrictions we only touched quantum mechanics, further details can be found in [133, 145, 147, 148, 151, 162]. In general, Erlangen approach is much more popular among physicists rather than mathematicians. Nevertheless its potential is not exhausted even there.

i. There is a possibility to build representation of the Heisenberg group using characters of its centre with values in dual and double numbers rather than in complex ones. This will naturally unifies classical mechanics, traditional QM and hyperbolic QM [119]. In particular, a full construction of the corresponding Fock–Segal–Bargmann spaces would be of interest.

ii. Representations of nilpotent Lie groups with multidimensional centres in Clifford algebras as a framework for consistent quantum field theories based on De Donder–Weyl formalism [147].

**Remark A.1.** This work is performed within the “Erlangen programme at large” framework [149, 154], thus it would be suitable to explain the numbering of various papers. Since the logical order may be different from chronological one the following numbering scheme is used:
<table>
<thead>
<tr>
<th>Prefix</th>
<th>Branch description</th>
</tr>
</thead>
<tbody>
<tr>
<td>“0” or no prefix</td>
<td>Mainly geometrical works, within the classical field of Erlangen programme by F. Klein, see [154, 157]</td>
</tr>
<tr>
<td>“1”</td>
<td>Papers on analytical functions theories and wavelets, e.g. [134]</td>
</tr>
<tr>
<td>“2”</td>
<td>Papers on operator theory, functional calculi and spectra, e.g. [146]</td>
</tr>
<tr>
<td>“3”</td>
<td>Papers on mathematical physics, e.g. [162]</td>
</tr>
</tbody>
</table>

For example, [162] is the first paper in the mathematical physics area. The present paper [160] outlines the whole framework and thus does not carry a subdivision number. The on-line version of this paper may be updated in due course to reflect the achieved progress.
Supplementary Material

B.1. Dual and Double Numbers

Complex numbers form a two-dimensional commutative associative algebra with an identity. Up to a suitable choice of a basis there are exactly three different types of such algebras—see [193]. They are spanned by a basis consisting of 1 and a hypercomplex unit \( \iota \). The square of \( \iota \) is \(-1\) for complex numbers, \(0\) for dual numbers and \(1\) for double numbers. In these cases, we write the hypercomplex unit \( \iota \) as \( i \), \( \varepsilon \) and \( j \), respectively.

The arithmetic of hypercomplex numbers is defined by associative, commutative and distributive laws. For example, the product is

\[
(u + \iota v)(u' + \iota v') = (uu' + \iota^2 vv') + \iota(\iota v' + u'v), \quad \text{where } \iota^2 = -1, 0, \text{ or } 1.
\]

Further comparison of hypercomplex numbers is presented in Fig. B.2.

Despite significant similarities, only complex numbers belong to mainstream mathematics. Among their obvious advantages is the following:

i. A product of complex numbers is equal to zero if and only if at least one factor is zero. This property is called the absence of zero divisors. Dual and double numbers both have large set of zero divisors.

ii. Complex numbers are algebraically closed, that is, any polynomial with one variable with complex coefficients has a complex root. It is easy to see that dual and double numbers are not algebraically closed for the same reason as real numbers.

The first property is not very crucial, since zero divisors can be treated through appropriate techniques, e.g. projective coordinates, cf. Section I.8.1. The property of being algebraically-closed was not used in the present work. Thus, the absence of these properties is not an insuperable obstacle in the study of hypercomplex numbers. On the other hand, hypercomplex numbers naturally appeared in Section I.3.3 from \( \text{SL}_2(\mathbb{R}) \) action on the three different types of homogeneous spaces.

B.2. Classical Properties of Conic Sections

We call cycles three types of curves: circles, parabolas and equilateral hyperbolas. They belong to a large class of conic sections, i.e. they are the intersection of a cone with a plane, see Fig. I.1.3. Algebraically, cycles are defined by a quadratic equation (I.4.1) and are a subset of quadrics.
The beauty of conic sections has attracted mathematicians for several thousand years. There is an extensive literature—see [99, § 6] for an entry-level introduction and [25, Ch. 17] for a comprehensive coverage. We list below the basic definitions only in order to clarify the distinction between the classical foci, the centres of conic sections and our usage.

We use the notation $|P_1P_2|$ and $|P \, l|$ for the Euclidean distance between points $P_1$, $P_2$ and between a point $P$ and a line $l$.

**Ellipse:** — a set of points $P$ such that $|PF_1| + |PF_2| = \text{const}$ for two fixed points $F_1$ and $F_2$, called the *foci* of the ellipse—see Fig. B.1. The midpoint $O$ of the interval $F_1F_2$ is the ellipse’s *centre*. A *circle* is a particular case of an ellipse with $F_1 = F_2 = O$.

**Parabola:** — a set of points $P$ such that $|PF| = |P \, d|$ for a fixed point $F$ and a line $d$. They are called the *focus* and *directrix*, respectively. The point of the parabola nearest to the directrix is its *vertex*. The centre of a parabola is not usually defined.

**Hyperbola:** — a set of points $P$ such that $|PF_1| - |PF_2| = \pm \text{const}$ for two fixed points $F_1$ and $F_2$ called the *foci* of the hyperbola. A hyperbola has two disjoint branches which tend to their *asymptotes*—see lines $a_1$ and $a_2$ in Fig. B.1. The midpoint $O$ of the interval $F_1F_2$, which is also the intersection of the asymptotes, is the hyperbola’s *centre*.

The above definition in terms of distances allows us to deduce the equality of the respective angles in each case—see Fig. B.1 and [99, § 6]. This implies reflection of the respective rays. For example, any ray perpendicular to the directrix is reflected by the parabola to pass its focus—the “burning point”. There are many applications of this, from the legendary burning of the Roman fleet by Archimedes to practical (parabolic) satellite dishes.
B.3. Comparison with Yaglom’s Book

The profound book by Yaglom [273] is already a golden classic appreciated by several generations of mathematicians and physicists. To avoid confusion, we provide a comparison of our notions and results with Yaglom’s.

Firstly, there is a methodological difference. Yaglom started from notions of length and angles and then derived objects (notably parabolas) which carry them out in an invariant way. We worked in the opposite direction by taking invariant objects (FSCc matrices) and deriving the respective notions and properties, which were also invariant. This leads to significant distinctions in our results which are collected in Fig. B.3.

In short, we tried to avoid an overlap with Yaglom’s book [273]—our results are either new or obtained in a different manner.

We may also note some later attempts to axiomatize the theory, see for example [253]. As it often happens with axiomatisation, the result may be compared with sun-dried fruits: it is suitable for long-term preservation but does not keep all its test, aroma and vitamins. Also, the fruit needs to be grown up within the synthetic approach beforehand.

B.4. Other Approaches and Results

The development of parabolic and hyperbolic analogues of complex analysis has a long but sporadic history. In the absence of continuity, there are many examples when a researcher started from a scratch without any knowledge of previous works. There may be even more forgotten papers on the subject. To improve the situation, we list here some papers without trying to be comprehensive or even representative.

The survey and history of Cayley–Klein geometries is presented in Yaglom’s book [273] and this will be completed by the work [231] which provides the full axiomatic classification of EPH cases. See also [218, 243, 249] for modern discussion of the Erlangen programme. A search for hyperbolic function theory was attempted several times starting from the 1930s—see, for example, [193, 204, 209, 232, 267]. Despite some important advances, the obtained hyperbolic theory is not yet as natural and complete as complex analysis is. Parabolic geometry was considered in [273] with rather trivial “parabolic calculus” described in [41]. There is also interest in this topic from different areas: differential geometry [13, 18, 30, 41, 42, 59, 80, 181, 182, 247, 276], kinematics [58, 184, 266, 273], quantum mechanics [5, 96, 97, 105, 112, 113, 116, 118, 119, 121, 261, 263], group representations [93, 94], space-time geometry [29, 103, 104, 111, 206], hypercomplex analysis [44; 69; 70; 134; 186; 187, Part IV; 195] and non-linear dynamics [228–230], integrability of discrete equations [28, 178–180, 238].

B.5. FSCc with Clifford Algebras

Our CAS uses FSCc, which is expressed through Clifford algebras [154, 169]. Clifford algebras also admit straightforward generalisation to higher dimensions. There are two slightly different forms: so called vector (all versions of CAS) and paravector (since v.3.0 only) formalisms. In paravector formalism a point with coordinates \((u, v)\) is represented by the paravector \(u1 + ve_0\) from the Clifford algebra with the single generator \(e_0\) and unit 1. Such Clifford algebra is commutative and effectively isomorphic to
complex, dual or double numbers depending on the value $e_0^2$. Therefore, all FSCc matrix formulae for the paravector formalism coincide with ones presented in this book.

In vector formalism a point with coordinates $(u, v)$ is represented by the vector $ue_0 + ve_1$ from the Clifford algebra with two generators $e_0$ and $e_1$ which anticommute: $e_0 e_1 = -e_1 e_0$. Although, in this case, we need to take care on the non-commutativity of Clifford numbers, many matrix expressions have a simpler form. We briefly outline differences in FSCc for vector formalism below.

Let $\mathcal{Cl}(\sigma)$ be the four-dimensional Clifford algebra with unit 1, two generators $e_0$ and $e_1$, and the fourth element of the basis, their product $e_0 e_1 = -e_1 e_0$. Here, $\sigma = -1$, 0 and 1 in the respective EPH cases. The point space $\mathbb{A}$ consists of vectors $ue_0 + ve_1$. An isomorphic realisation of $\text{SL}_2(\mathbb{R})$ is obtained if we replace a matrix \((a \ b \\
-c e_0 \ d)\) by \(\left(\begin{array}{cc} a & be_0 \\
-c e_0 & d \end{array}\right)\) for any $\sigma$. The Möbius transformation of $\mathbb{A} \rightarrow \mathbb{A}$ for all three algebras $\mathcal{Cl}(\sigma)$ by the same expression, cf. (I.3.24), is

(B.1) $\left(\begin{array}{cc} a & be_0 \\
-c e_0 & d \end{array}\right): ue_0 + ve_1 \mapsto \frac{a(ue_0 + ve_1) + be_0}{-c e_0 (ue_0 + ve_1) + d}$,

where the expression $\frac{a}{b}$ in a non-commutative algebra is understood as $ab^{-1}$.

In Clifford algebras, the FSCc matrix of a cycle $(k, l, n, m)$, cf. (I.4.5),

(B.2) $\tilde{C}_s^\sigma = \left(\begin{array}{cc} l\tilde{e}_0 + sn\tilde{e}_1 \\
k \end{array} \begin{array}{cc} m \\
-l\tilde{e}_0 - sn\tilde{e}_1 \end{array}\right)$, \quad with $\tilde{e}_0^2 = -1$, $\tilde{e}_1^2 = \tilde{\sigma}$,

where the EPH type of $\mathcal{Cl}(\tilde{\sigma})$ may be different from the type of $\mathcal{Cl}(\sigma)$. In terms of matrices (B.1) and (B.2) the $\text{SL}_2(\mathbb{R})$-similarity (I.4.7) has exactly the same form $\tilde{C}_s^\sigma = gC_s^\sigma g^{-1}$. However, the cycle similarity (I.6.10) becomes simpler, e.g. there is no need in conjugation:

(B.3) $C_s^\sigma : \tilde{C}_s^\sigma \rightarrow C_s^\sigma \tilde{C}_s^\sigma C_s^\sigma$.

The cycle product is $\Re \text{tr}(C_s^\sigma \tilde{C}_s^\sigma) \text{[154]}$. Its “imaginary” part (vanishing for hypercomplex numbers) is equal to the symplectic form of cycles’ centres.
<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit</td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>$w = x + iy$</td>
</tr>
<tr>
<td>Conjugation</td>
<td>$\bar{w} = x - iy$</td>
</tr>
<tr>
<td>Euler formula</td>
<td>$e^{it} = \cos t + is\sin t$</td>
</tr>
<tr>
<td>Modulus</td>
<td>$</td>
</tr>
<tr>
<td>Argument</td>
<td>$\arg w = \tan^{-1} \frac{y}{x}$</td>
</tr>
<tr>
<td>Zero divisors</td>
<td></td>
</tr>
<tr>
<td>Inverse</td>
<td></td>
</tr>
<tr>
<td>Unit cycle</td>
<td>circle</td>
</tr>
</tbody>
</table>

**Figure B.2.** The correspondence between complex, dual and double numbers.
<table>
<thead>
<tr>
<th>Notion</th>
<th>Yaglom’s usage</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circle</td>
<td>Defined as a locus of equidistant points in metric $d(u,v;u',v') =</td>
<td>u - u'</td>
</tr>
<tr>
<td>Cycle</td>
<td>Defined as locus of points having fixed angle view to a segment. Effectively is a non-degenerate parabola with a vertical axis.</td>
<td>We use this word for a point of the projective cycle space $\mathbb{P}^3$. Its drawing in various point spaces can be a circle, parabola, hyperbola, single or pair of lines, single point or an empty set.</td>
</tr>
<tr>
<td>Centre</td>
<td>Absent, Yaglom’s cycles are “centreless”.</td>
<td>A cycle has three EPH centres.</td>
</tr>
<tr>
<td>Diameter</td>
<td>A quarter of the parabola’s focal length.</td>
<td>The distance between real roots.</td>
</tr>
<tr>
<td>Special lines</td>
<td>Vertical lines, special role reflects absolute time in Galilean mechanics.</td>
<td>The intersection of invariant sets of selfadjoint and zero radius $p$-cycles, i.e. having the form $(1, 1, 0, l^2)$.</td>
</tr>
<tr>
<td>Orthogonal,</td>
<td>The relation between two lines, if one of them is special. Delivers the shortest distance.</td>
<td>We have a variety of different orthogonality and perpendicularity relations, which are not necessary local and symmetric.</td>
</tr>
<tr>
<td>perpendicular</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inversion in</td>
<td>Defined through the degenerated $p$-metric</td>
<td>Conjugation with a degenerate parabola ($n = 0$).</td>
</tr>
<tr>
<td>circles.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflection in</td>
<td>Defined as a reflection in the parabola along the special lines.</td>
<td>Composition of conjugation with three parabolas—see Exercise I.6.33.</td>
</tr>
<tr>
<td>cycles</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX C

How to Use the Software

This is information about Open Source Software project Moebinv [169], see its Webpage¹ for updates.

The enclosed DVD (ISO image) with software is derived from several open-source projects, notably Debian GNU–Linux [248], GiNaC library of symbolic calculations [14], Asymptote [100] and many others. Thus, our work is distributed under the GNU General Public License (GPL) 3.0 [90].

You can download an ISO image of a Live GNU–Linux DVD with our CAS from several locations. The initial (now outdated) version was posted through the Data Conservancy Project arXiv.org associated to paper [150]. A newer version of ISO is now included as an auxiliary file to the same paper, see the subdirectory:


Also, an updated versions (v3.1) of the ISO image for amd64 architecture is uploaded to clouds:

https://drive.google.com/file/d/1_N9pPzEhjFPAiCVYrV07w3GE3-cvNkH9

If for any reason you need to use i386 architecture, there is the previous (v3.0) ISO image:

https://leeds365-my.sharepoint.com/:u:/g/personal/pmtvk_leeds_ac_uk/EY__yiIqkJHhvLhIi_SpFUBGG91AUwAlb

In this Appendix, we only briefly outline how to start using the enclosed DVD or ISO image. As soon as the DVD is running or the ISO image is mounted as a virtual file system, further help may be obtained on the computer screen. We also describe how to run most of the software on the disk on computers without a DVD drive at the end of Sections C.1, C.2.1 and C.2.2.

C.1. Viewing Colour Graphics

The easiest part is to view colour illustrations on your computer. There are not many hardware and software demands for this task—your computer should have a DVD drive and be able to render HTML pages. The last task can be done by any web browser. If these requirements are satisfied, perform the following steps:

1. Insert the DVD disk into the drive of your computer.
2. Mount the disk, if required by your OS.
3. Open the contents of the DVD in a file browser.

¹http://moebinv.sourceforge.net/
4. Open the file `index.html` from the top-level folder of the DVD in a web browser, which may be done simply by clicking on its icon.

5. Click in the browser on the link *View book illustrations*.

If your computer does not have a DVD drive (e.g. is a netbook), but you can gain brief access to a computer with a drive, then you can copy the top-level folder `doc` from the enclosed DVD to a portable medium, say a memory stick. Illustrations (and other documentation) can be accessed by opening the `index.html` file from this folder.

In a similar way, the reader can access ISO images of bootable disks, software sources and other supplementary information described below.

### C.2. Installation of CAS

There are three major possibilities of using the enclosed CAS:

A. To boot your computer from the DVD itself.

B. To run it in a Linux emulator.

C. *Advanced*: recompile it from the enclosed sources for your platform.

Method A is straightforward and can bring some performance enhancement. However, it requires hardware compatibility; in particular, you must have the so-called `amd64` (or `i386` for previous versions up to v3.0) architecture. Method B will run on a much wider set of hardware and you can use CAS from the comfort of your standard desktop. However, this may require an additional third-party programme to be installed.

#### C.2.1. Booting from the DVD Disk. **WARNING:** it is a general principle, that running a software within an emulator is more secure than to boot your computer in another OS. Thus we recommend using the method described in Section C.2.2.

It is difficult to give an exact list of hardware requirements for DVD booting, but your computer must be based on the `amd64` architecture. If you are ready to have a try, follow these steps:

1. Insert the DVD disk into the drive of your computer.
2. Switch off or reboot the computer.
3. Depending on your configuration, the computer may itself attempt to boot from the DVD instead of its hard drive. In this case you can proceed to step 5.
4. If booting from the DVD does not happen, then you need to reboot again and bring up the “boot menu”, which allows you to chose the boot device manually. This menu is usually prompted by a “magic key” pressed just after the computer is powered on—see your computer documentation. In the boot menu, chose the CD/DVD drive.
5. You will be presented with the screen shown on the left in Fig. C.1. Simply press Enter to chose the “Live (486)” or “Live (686-pae)” (for more advanced processors) to boot. To run 686-pae kernel in an emulator, e.g. VirtualBox, you may need to allow “PAE option” in settings.
6. If the DVD booted well on your computer you will be presented with the GUI screen shown on the right in Fig. C.1. Congratulations, you can proceed to Section C.3.

If the DVD boots but the graphic X server did not start for any reason and you have the text command prompt only, you can still use most of the CAS. This is described in the last paragraph of Section C.3.

![Initial screens of software start up. First, DVD boot menu; second, IDE screen after the booting.](image)

If your computer does not have a DVD drive you may still boot the CAS on your computer from a spare USB stick of at least 1Gb capacity. For this, use UNetbootin [9] or a similar tool to put an ISO image of a boot disk on the memory stick. The ISO
image(s) is located at the top-level folder iso-images of the DVD and the file README in this folder describes them. You can access this folder as described in Section C.1.

**C.2.2. Running a Linux Emulator.** You can also use the enclosed CAS on a wide range of hardware running various operating systems, e.g. Linux, Windows, Mac OS, etc. To this end you need to install a so-called *virtual machine*, which can emulate amd64 architecture. I would recommend VirtualBox [219]—a free, open-source program which works well on many existing platforms. There are many alternatives (including open-source), for example: Qemu [20], Open Virtual Machine [220] and some others.

Here, we outline the procedure for VirtualBox—for other emulators you may need to make some adjustments. To use VirtualBox, follow these steps:

1. Insert the DVD disk in your computer.
2. Open the index.html file from the top directory of the DVD disk and follow the link “Installing VirtualBox”. This is a detailed guide with all screenshots. Below we list only the principal steps from this guide.
3. Go to the web site of VirtualBox [219] and proceed to the download page for your platform.
4. Install VirtualBox on your computer and launch it.
5. Create a new virtual machine. Use either the entire DVD or the enclosed ISO images for the virtual DVD drive. If you are using the ISO images, you may wish to copy them first to your hard drive for better performance and silence. See the file README in the top-level folder iso-images for a description of the image(s).
6. Since a computer emulation is rather resource-demanding, it is better to close all other applications on slower computers (e.g. with a RAM less than 1Gb).
7. Start the newly-created machine. You will need to proceed through steps 5–6 from the previous subsections, as if the DVD is booting on your real computer. As soon as the machine presents the GUI, shown on the right in Fig. C.1, you are ready to use the software.

If you succeeded in this you may proceed to Section C.3. Some tips to improve your experience with emulations are described in the detailed electronic manual.

**C.2.3. Recompiling the CAS on Your OS.** The core of our software is a C++ library which is based on GiNaC [14]—see its web page for up-to-date information. The latter can be compiled and installed on both Linux and Windows. Subsequently, our library can also be compiled on these computers from the provided sources. Then, the library can be used in your C++ programmes. See the top-level folder src on the DVD and the documentation therein. Also, the library source code (files cycle.h and cycle.cpp) is produced in the current directory if you pass the \LaTeX file of the paper [150] through \LaTeX.

Our interactive tool is based on pyGiNaC [34]—a Python binding for GiNaC. This may work on many flavours of Linux as well. Please note that, in order to use pyGiNaC with the recent GiNaC, you need to apply my patches to the official version. The DVD contains the whole pyGiNaC source tree which is already patched and is ready to use.
There is also a possibility to use our library interactively with swiGiNaC [246], which is another Python binding for GiNaC and is included in many Linux distributions. The complete sources for binding our library to swiGiNaC are in the corresponding folder of the enclosed DVD. However, swiGiNaC does not implement full functionality of our library.

C.3. Using the CAS and Computer Exercises

Once you have booted to the GUI with the open CAS window as described in Subsections C.2.1 or C.2.2, a window with Pyzo (an integrated development environment—IDE) shall start. The left frame is an editor for your code, some exercises from the book will appear there. Top right frame is a IPython shell, where your code will be executed. Bottom left frame presents the files tree.

**Figure C.2.** IPython shell.

Pyzo has a modern graphical user interface (GUI) and a detailed help system, thus we do not need to describe its work here. On the other hand, if a user wish to work with IPython shell alone (see Fig. C.2), he may start the shall from Main Menu → Accessories → CAS moebinv (ipython).

The presentation below will be given in terms of IPython shell, an interactions with Pyzo is even more intuitive.

Initially, you may need to configure your keyboard (if it is not a US layout). To install, for example, a Portuguese keyboard, you may type the following command at the IPython prompt (e.g. the top right frame of Pyzo):

```
In [2]: !change-xkb pt
```
The keyboard will be switched and the corresponding national flag displayed at the bottom-left corner of the window. For another keyboard you need to use the international two-letter country code instead of pt in the above command. The first exclamation mark tells that the interpreter needs to pass this command to the shell.

### C.3.1. Warming Up.

The first few lines at the top of the CAS windows suggest several commands to receive a quick introduction or some help on the IPython interpreter [227]. Our CAS was loaded with many predefined objects—see Section C.5. Let us see what $C$ is, for example:

```latex
In [3]: print C
------> print(C)
[cycle2D object]
```

```latex
In [4]: print C.string()
------> print(C.string())
(k, [L,n],m)
```

Thus, $C$ is a two-dimensional cycle defined with the quadruple $(k, l, n, m)$. Its determinant is:

```latex
In [5]: print C.hdet()
------> print(C.hdet())
k*m-L**2+si*n**2
```

Here, $si$ stands for $\sigma$—the signature of the point space metric. Thus, the answer reads $km - l^2 + \sigma n^2$—the determinant of the FSCc matrix of $C$. Note, that terms of the expression can appear in a different order: GiNaC does not have a predefined sorting preference in output.

As an exercise, the reader may now follow the proof of Theorem I.4.13, remembering that the point $P$ and cycle $C$ are already defined. In fact, all statements and exercises marked by the symbol *Í* on the margins are already present on the DVD. For example, to access the proof of Theorem I.4.13, type the following at the prompt:

```latex
In [6]: %ed ex.4.13.py
```

Here, the special %ed instructs the external editor jed to visit the file ex.I.4.13.py. This file is a Python script containing the same lines as the proof of Theorem I.4.13 in the book. The editor jed may be manipulated from its menu and has command keystrokes compatible with GNU Emacs. For example, to exit the editor, press Ctrl-X Ctrl-C. After that, the interactive shell executes the visited file and outputs:

```latex
In [6]: %ed ex.4.13.py
Editing... done. Executing edited code...
Conjugated cycle passes the Moebius image of P: True
```

Thus, our statement is proven.

For any other CAS-assisted statement or exercise you can also visit the corresponding solution using its number next to the symbol *Í* in the margin. For example, for Exercise I.6.22, open file ex.I.6.22.py. However, the next mouse sign marks the item I.6.24.i, thus you need to visit file ex.I.6.24.i.py in this case. These files are located on a read-only file system, so to modify them you need to save them first.
with a new name (Ctrl-X Ctrl-W), exit the editor, and then use %ed special to edit the freshly-saved file.

C.3.2. Drawing Cycles. You can visualise cycles instantly. First, we open an Asymptote instance and define a picture size:

```
In [7]: A=asy()
Asymptote session is open. Available methods are:
    help(), size(int), draw(str), fill(str), clip(str), ...
```

```
In [8]: A.size(100)
```

Then, we define a cycle with centre (0, 1) and \( \sigma \)-radius 2:

```
In [9]: Cn=cycle2D([0,1],e,2)
```

```
In [10]: print Cn.string()
--------> print(Cn.string())
(1, [0,1],-2-si)
```

This cycle depends on a variable sign and it must be substituted with a numeric value before a visualisation becomes possible:

```
In [11]: A.send(cycle2D(Cn.subs(sign==-1)).asy_string())
In [12]: A.send(cycle2D(Cn.subs(sign==0)).asy_string())
In [13]: A.send(cycle2D(Cn.subs(sign==1)).asy_string())
```

```
In [14]: A.shipout("cycles")
```

```
In [15]: del(A)
```

By now, a separate window will have opened with cycle \( C_n \) drawn triply as a circle, parabola and hyperbola. The image is also saved in the Encapsulated Postscript (EPS) file *cycles.eps* in the current directory.

Note that you do not need to retype inputs 12 and 13 from scratch. Up/down arrows scroll the input history, so you can simply edit the value of sign in the input line 11. Also, since you are in Linux, the Tab key will do a completion for you whenever possible.

The interactive shell evaluates and remember all expressions, so it may sometime be useful to restart it. It can be closed by Ctrl-D and started from the Main Menu (the bottom-left corner of the screen) using Accessories → CAS pycyle. In the same menu folder, there are two items which open documentation about the library in PDF and HTML formats.

C.3.3. Library figure. There is a high-level library figure, which allows to describe ensembles of cycles through various relations between elements. Let us start from the example. First, we create an empty figure \( F \) with the elliptic geometry, given by the diagonal matrix

\[
\begin{pmatrix}
-1 & 0 \\
0 & -1
\end{pmatrix}
\]
Every (even “empty”) figure comes with two predefined cycles: the real line and infinity. Since they will be used later, we get an access to them:

$ RL=F.get_real_line()
$ inf=F.get_infinity()

We can add new cycles to the figure explicitly specifying their parameters. For example, for $k=1$, $l=3$, $n=2$, $m=12$:

$ A=F.add_cycle(cycle2D(1, [3, 2], 12), "A")

A point (zero-radius cycle) can be specified by its coordinates (coordinates of its centre):

$ B=F.add_point([0, 1], "B")

Now we use the main feature of this library and add a new cycles $c$ through its relations to existing members of the figure $F$:

$ c=F.add_cycle_rel([is_orthogonal(A), is_orthogonal(B), is_orthogonal(RL)], "c")

Cycle $c$ will be orthogonal to cycle $A$, passes through point $B$ (that is orthogonal to the zero-radius cycle representing $B$), and orthogonal to the real line. The last condition characterises a line in the Lobachevsky half-plane. We can add a straight line requesting its orthogonality to the infinity. For example:

$ d=F.add_cycle_rel([is_orthogonal(A), is_orthogonal(B), is_orthogonal(inf)], "d")

We may want to find parameters of automatically calculated cycles $c$ and $d$:

$ print F.string()

This produces an output, showing parameters of all cycles together with their mutual relations:

```
infty: {(0, [[0,0]]~infty, 1), -2} --> (d); <-- ()
R: {(0, [[0,1]]~R, 0), -1} --> (c); <-- ()
A: {(1, [[3,2]]~A, 12), 0} --> (c,d); <-- ()
B: {(1, [[0,1]]~B, 1), 0} --> (c,d); <-- (B/o,infty|d,B-(0)|o,B-(1)|o)
c: {(6/11, [[1,0]]~c, -6/11), 1} --> (); <-- (A|o,B|o,R|o)
d: {(0, [[-1/6,1/2]]~d, 1), 1} --> (); <-- (A|o,B|o,infty|o)
B-(0): {(0, [[1,0]]~B-(0), 0), -3} --> (B); <-- ()
B-(1): {(0, [[0,1]]~B-(1), 2), -3} --> (B); <-- ()
```

Note, two cycles $B-(0)$ and $B-(1)$ were automatically created as “invisible” parents of cycle (point) $B$.

Finally, we may want to see the drawing:

$ F.asy_write(300, -1.5, 5, -5, 5, "figure-example")

This creates an encapsulated PostScript file `figure-example.eps`, which is shown on Fig. C.3. See [169] for further documentation of the `figure` library. Examples include symbolic calculations and automatic theorem proving.
C.3.4. Further Usage. There are several batch checks which can be performed with CAS. Open a terminal window from Main Menu → Accessories → LXTerminal. Type at the command prompt:

$ cd ~/CAS/pycycle/
$ ./run-pyGiNaC.sh test_pycycle.py

A comprehensive test of the library will be performed and the end of the output will look like this:

True: sl2_clifford_list: (0)
True: sl2_clifford_matrix: (0)
True: jump_fnct (-1)

Finished. The total number of errors is 0

Under normal circumstances, the reported total number of errors will, of course, be zero. You can also run all exercises from this book in a batch. From a new terminal window, type:

$ cd ~/CAS/pycycle/Examples/
$ ./check_all_exercises.sh

Exercises will be performed one by one with their numbers reported. Numerous graphical windows will be opened to show pencils of cycles. These windows can be closed by pressing the q key for each of them. This batch file suppresses all output from the exercises, except those containing the False string. Under normal circumstances, these are only Exercises I.7.14.i and I.7.14.ii.

You may also access the CAS from a command line. This may be required if the graphic X server failed to start for any reason. From the command prompt, type the following:

$ cd ~/CAS/pycycle/Examples/
$ ./run-pyGiNaC.sh
The full capacity of the CAS is also accessible from the command prompt, except for the preview of drawn cycles in a graphical window. However, EPS files can still be created with `Asymptote`—see `shipout()` method.

C.4. Library for Cycles

Our C++ library defines the class `cycle` to manipulate cycles of arbitrary dimension in a symbolic manner. The derived class `cycle2D` is tailored to manipulate two-dimensional cycles. For the purpose of the book, we briefly list here some methods for `cycle2D` in the `pyGiNaC` binding form only.

**constructors:** There are two main forms of `cycle2D` constructors:

- `C=cycle2D(k,[l,n],m,e)` # Cycle defined by a quadruple
- `Cr=([u,v],e,r)` # Cycle with center at `[u,v]` and radius `r`.

In both cases, we use a metric defined by a Clifford unit `e`.

**operations:** Cycles can be added (+), subtracted (-) or multiplied by a scalar (method `exmul()`). A simplification is done by `normal()` and substitution by `subs()`. Coefficients of cycles can be normalised by the methods `normalize()` (k-normalisation), `normalize_det()` and `normalize_norm()`.

**evaluations:** For a given cycle, we can make the following evaluations: `hdet()`—determinant of its (hypercomplex) FSCc matrix, `radius_sq()`—square of the radius, `val()`—value of a cycle at a point, which is the power of the point to the cycle.

**similarities:** There are the following methods for building cycle similarities: `sl2_similarity()`, `matrix_similarity()` and `cycle_similarity()` with an element of `SL_2(R)`, a matrix or another cycle, respectively.

**checks:** There are several checks for cycles, which return `GiNaC` relations. The latter may be converted to Boolean values if no variables are presented within them. The checks for a single cycle are: `is_linear()`, `is_normalized()` and `passing()`, the latter requires a parameter (point). For two cycles, they are `is_orthogonal()` and `is_f_orthogonal()`.

**specialisation:** Having a cycle defined through several variables, we may try to specialise it to satisfy some further conditions. If these conditions are linear with respect to the cycle’s variables, this can be achieved through the very useful method `subject_to()`.

For example, for the above defined cycle `C`, we can find

```
C2=C.subject_to([C.passing([u,v]), C.is_orthogonal(C1)])
```

where `C2` will be a generic cycle passing the point `[u,v]` and orthogonal to `C1`. See the proof of Theorem I.4.13 for an application.

**specific:** There are the following methods specific to two dimensions: `focus()`, `focal_length()`—evaluation of a cycle’s focus and focal length and `roots()`—finding intersection points with a vertical or horizontal line. For a generic line, use method `line_intersect()` instead.

**drawing:** For visualisation through `Asymptote`, you can use various methods: `asy_draw()`, `asy_path()` and `asy_string()`.

Further information can be obtained from electronic documentation on the enclosed DVD, an inspection of the test file `CAS/pycycle/test_pycycle.py` and solutions of the exercises.
C.5. Predefined Objects at Initialisation

For convenience, we predefine many GiNaC objects which may be helpful. Here is a brief indication of the most-used:

- **realsymbol**: a, b, c, d: elements of $SL_2(\mathbb{R})$ matrix.
- u, v, u1, v1, u2, v2: coordinates of points.
- r, r1, r2: radii.
- k, l, n, m, k1, l1, n1, m1: components of cycles.
- sign, sign1, sign2, sign3, sign4: signatures of various metrics.
- s, s1, s2, s3: s parameters of FSCc matrices.
- x, y, t: spare to use.

- **varidx**: mu, nu, rho, tau: two-dimensional (in vector formalism) or one-dimensional indexes for Clifford units.

- **matrix**: M, M1, M2, M3: diagonal $2 \times 2$ matrices with entries $-1$ and i-th sign on their diagonal.
- sign_mat, sign_mat1, sign_mat2: similar matrices with i-th s instead of sign.

- **clifford_unit**: e, es, er, et: Clifford units with metrics derived from matrices M, M1, M2, M3, respectively.

- **cycle2D**: The following cycles are predefined:
  - C=cycle2D(k, [l,n], m, e) # A generic cycle
  - C1=cycle2D(k1, [l1,n1], m1, e)# Another generic cycle
  - Cr=([u,v], e, r2) # Cycle with centre at [u,v] and radius r2
  - Cu=cycle2D(1, [0,0], 1, e) # Unit cycle
  - real_line=cycle2D(0, [0,1], 0, e)
  - Z=cycle2D([u,v], e) # Zero radius cycles at [u,v]
  - Z1=cycle2D([u1,v1], e) # Zero radius cycles at [u1,v1]
  - Zinf=cycle2D(0, [0,0], 1, e) # Zero radius cycles at infinity

The solutions of the exercises make heavy use of these objects. Their exact definition can be found in the file CAS/pycycle/init_cycle.py from the home directory.
Bibliography


[95] N. A. Gromov and V. V. Kuratov. All possible Cayley-Klein contractions of quantum orthogonal groups. *Yadernaya Fiz.*, 68 (10):1752–1762, 2005. ↑267, 268


[158] V. V. Kisil. Erlangen Programme at Large 1.1: Integral transforms and differential operators. in prepara-tion, 2011. ↑199, 200, 202, 241


V. V. Kisil. Kinematic differential geometry of a rigid body in spatial motion using dual vector calculus.

V. V. Kisil. Calculus of operators: Covariant transform and relative convolutions.

V. V. Kisil. Induced representations and hypercomplex numbers.

V. V. Kisil. Uncertainty and analyticity.

P. Koosis.


[217] VirtualBox—powerful x86 and AMD64/Intel64 virtualization product. Oracle, 2011. URL: http://www.virtualbox.org. ↑312


Index

A (point space), 37
A subgroup, 4, 32
A-orbit, 37, 38, 132
A′ subgroup, 32, 41, 114, 127
A′-orbit, 43
A′′ subgroup, 32, 41, 114, 127
A″-orbit, 43
C (complex numbers), 37
˘C (ghost cycle), 76
D (dual numbers), 37
Dσ (unit disk), 126
F subgroup, 29
F′ subgroup, 29
˜F subgroup, 29
G (ρ), 160
H1 (Heisenberg group), 19
K subgroup, 4, 32, 38, 39–40, 43, 57, 104, 106, 132
M map, 48, 101
N subgroup, 4, 32
N-orbit, 4, 38, 132
N′ subgroup, 32, 41, 114
N′-orbit, 43
O (double numbers), 37
O (two-fold cover of double numbers), 105
˘O+ (hyperbolic upper half-plane), 105
P (projection from the projective space), 123
P1 (A) (projective space), 53
P3 (projective space), 48
Q map, 48, 72, 101
Rσ (cycle representing the real line), 83
R (projective real line), 30
R* (hyperreals), 100
S (section to the projective space), 54
SL2 (R) group, 3, 19
SU(1, 1) group, 126
Tσ (unit cycle), 126
Z (the centre of the Heisenberg group), 254
Zσ (y) (δ-zero-radius cycle), 62
Z∞ (zero-radius cycle at infinity), 101

[z1, z2, z3, z4] (cross-ratio), 53
Λ (g), 153
SL2 (R) group
Hardy representation, 150
representation, 173–174
in Banach space, 233
Sp(2), 254
Hn (Heisenberg group), 254
Jn (jet space), 235
\cosσ, 44
\delta_{jk}, 150
∞ (point at infinity), 102
\lambda (perpendicularity), 94
ΛB (directed interval), 92
\langle \cdot, \cdot \rangle, 150
σ-cosine, 44, 64, 91
σ-sine, 44, 91
σ-tangent, 43
\sinσ, 44
\perp (f-orthogonality), 85
tanσ, 43
tr, 151
\alpha x + b group, 3, 3, 19, 38, 183, 187, 188,
196–198, 208, 212, 215, 218
Haar measure, 26
invariant measure, 208
left regular representation, 208
representation, 149, 181
coadjoint, 209
quasi-regular, 208
ε (parabolic unit), 3
\epsilon (infinitesimal), 96
h1 (Lie algebra of the Heisenberg group), 255
i (imaginary unit), 3
τ (hypermultiplet unit), 3, 36, 303
i (hypercomplex unit in cycle space), 7, 48
j (hyperbolic unit), 3
k-normalised cycle, 13, 57, 62, 63, 89, 91, 103, 318
\[ l_c(\overrightarrow{AB}) \text{ (length from centre)}, 92 \]
\[ l_f(\overrightarrow{AB}) \text{ (length from focus)}, 92 \]
\[ \omega \text{ (symplectic form), 254} \]
\[ p \text{ map, 21, 108, 154} \]
\[ r \text{ map, 21, 108, 154} \]
\[ s \text{ map, 21, 108, 154} \]
\[ \sigma (\sigma := i^2), 4, 37 \]
\[ \tilde{\sigma} (\tilde{\sigma} := i^2), 48 \]
\[ \tilde{\sigma}\text{-focus, 56, 122} \]
\[ s \text{I}_2 \text{ (Lie algebra), 25} \]
\[ \chi \text{ (Heaviside function), 76} \]
\[ \tilde{\alpha}, \text{ see CAS exercise} \]

Abel summation, 206

abellian group, see commutative group

about hearing a drum’s shape, 9

absolute time, 110, 136, 308

abstract group, 17, 20

acceleration, 110

action
- derived, 5, 25, 30, 38
- transitive, 3, 20, 22, 38

adjoint representation, 53, 151

admissible
- mother wavelet, 224

admissible vector, 160

admissible wavelet, 179, 181, 187, 211, 214

affine
- group, see \(\alpha x + b\) group

affine group, see \(\alpha x + b\) group

algebra
- associative, 303
- Clifford, 14, 50, 51, 79, 183, 269, 299, 301, 305
  - cycle matrix, 306
  - Möbius map, 306
  - matrix similarity, 306
- commutative, 303
- homomorphism, 231
- Lie, 22–25, 53
- Weyl, 253, 255

algebraically-closed, 303

analysis
- complex, 15
- functional, 47
- harmonic, 15
- multi-resolution, 183
- non-Archimedean, see non-standard
- non-standard, 96, 100

analytic
- contravariant calculus, 232
- function on discrete sets, 300

annihilation operator, see ladder operator

annulus, 204

Apollonian gasket, 48

approximation
- identity, of the, 208

Archimedes, 96, 304

arithmetic of infinity, 30

arrow, time, of, 105, 111

associative algebra, 303

associativity, 17

astronomy, extragalactic, 106, 111

Asymptote, 309, 315

asymptote, hyperbola, of, 39, 304

Atiyah–Singer index theorem, 4

atomic
- decomposition, 190, 217

automatic theorem proving, 316

automorphism
- group, of, 256
- inner, 257
- outer, 257

Baker–Campbell–Hausdorff formula, 256

Benz
- parallelism, 72

Bergman
- integral, 15
- space, 15, 179, 182, 204, 300

birational geometry, 144

Blaschke
- product, 237

boundary effect on the upper half-plane, 9, 56, 63, 71, 78, 85

bracket
- Moyal, 273, 274
- hyperbolic, 267, 279
- Poisson, 285

calculus
- contravariant, 186, 301
- analytic, 232
- covariant, 185, 237, 240, 241, 301
- Berezin, 185
- functional, 186, 231, 300, 301
- covariant, 219
- Riesz–Dunford, 186
- support, see spectrum
- symbolic, see covariant calculus
- umbral, 180

Calderón–Zygmund
- decomposition, 223

Campbell–Hausdorff formula, see
  Baker–Campbell–Hausdorff formula

cancellation, formula for cross-ratios, 54, 122

cancellative semigroup, 180

canonical transformation, 108
INDEX 335

Carleson
measure, 225
norm, 225

Cartan
subalgebra, 176

CAS, xii, 49, 96, 305, 309–319
pyGiNaC, 312
swiGiNaC, 313


case
 elliptic, 4, 37
 hyperbolic, 4, 37
 parabolic, 4, 37

Casimir operator, 201

categorical viewpoint, 10, 69
category theory, 10

Cauchy integral, 15, 181, 201–203, 206, 212, 227, 234, 300

Cauchy integral formula, 158

Cauchy–Riemann
 operator, 15

Cauchy–Riemann operator, 197, 218, 227

Cauchy–Schwarz inequality, 65–67, 71

Cauchy–Riemann operator, 200, 201, 277, 300

causal, 271

causal orientation, 105, 111

Cayley transform, 125, 131, 202
 cycle, of, 129
elliptic, 125
 hyperbolic, 125
 parabolic, 128

centre
 cycle, of, 8, 37, 46, 55, 57, 91, 122, 128, 304, 308
ellipse, of, 304
 hyperbola, of, 304
 length from, 14, 92, 92, 93, 126–128

circle, 45, 304
 imaginary, 46, 55, 59, 61
 parabolic (Yaglom term), 75, 308
 unit, see elliptic unit cycle

classes of equivalent representations, 150
 classic
 Fock–Segal–Bargmann representation, 283
 probability, 285
 Schrödinger representation, 283
 classical mechanics, 108, 272

Hamiltonian, 253

Clifford
 algebra, 14, 50, 51, 79, 183, 269, 299, 301, 305
cycle matrix, 306
 Möbius map, 306
 matrix similarity, 306

Clifford algebras, 14
 co-adjoint
 representation, 263
 orbit, 263
 representation of \( ax + b \) group, 209
 coaxial cycles, 40, 59

coefficients
 matrix, 157
 representational, 157

coherent state, see wavelet

coherent states, 157

commutation
 relation
 Heisenberg, 253, 256
 Weyl, 253

commutation relation, Heisenberg, 25

commutative
 algebra, 303
 group, 18

commutator, 24, 267, 269

commuting operator, 153

compactification, 101

complex
 analysis, 15
 numbers, 34, 303

complex numbers, 213

computer algebra system, see CAS

concentric, 8, 46, 59, 97, 128
 parabolas, 56, 129

conic, 5, 303

cone, 5, 303

light, 41, 63, 72, 80, 98, 105, 110

infinity, at, 103, 105

configuration
 space, 272, 274, 279, 284, 286

confocal, 97

parabolas, 129

conformal
 infinitesimally, 99

space-time, 104

conformality, 14, 93

parabolic, 144

congruence, matrix, of, 52

conic section, 4, 5, 39, 303

conjugated subgroups, 21

conjugation, 20, 53
 cycles, of, 12, 97
constant curvature, 102
constant Planck, 267, 284
construction
  Fillmore–Springer–Cnops, 7, 48, 128, 299
  operator, 241
  Gelfand–Naimark–Segal, 10, 60
continuous
  wavelet transform, 211
continuous group, 18
contour line, 38, 93, 95, 139
contravariant
  calculus, 186, 301
    analytic, 232
    spectrum, 232, 233, 235, 237
      stability, 238
    symbol, 185
  transform, 214, 227
contravariant transform, 186, 294
convolution, 26, 269
  relative, 217, 295
convolution operator, 26
correspondence
  Kirillov, 52
coset space, 21
covariant
  calculus, 185, 237, 240, 241, 301
    Berezin, 185
  functional calculus, 219
  pencil, 240
  spectral distance, 238
  symbol, 184
  symbolic calculus, 184
    transform, 179, 210, 227
      induced, 195
      inverse, see contravariant transform
cover, two-fold
  hyperbolic plane, 105, 127
creation operator, see ladder operator
cross-ratio, 53, 122
  cancellation formula, 54, 122
  projective, 54, 54, 123
curvature, 38
  constant, 102
curve length, 114
cycle, 5, 45, 47, 242, 303
  ô-product, 60, 69, 91
  Cayley transform, 129
centre, 8, 37, 46, 55, 57, 91, 122, 128, 304, 308
  concentric, 97
  confocal, 97
  conjugation, 12, 97
diameter, 89, 308
equation, 7, 45, 47
f-ghost, 86
flat, 46
focal length, 56, 89
focus, 8, 37, 56, 89, 122, 128, 304
ghost, 76, 83
infinitesimal radius, of, 96, 96–100, 131
inversion, 82, 82–84, 86, 103
isotropic, 11, 71
matrix, 7, 48
  Clifford algebra, 306
normalised, 9, 57
  det-, 57, 62, 64, 84, 89, 103, 318
  k-, 13, 57, 62, 63, 89, 91, 103, 318
  norm, 64
orthogonality, 50, 98
parabolic (Yaglom term), 308
positive, 61, 115
radius, 13, 58, 89, 318
  infinitesimal, of, 96, 96–100
  zero, 97
reflection, 12, 82, 82–84, 130
selfadjoint, 74, 85, 122, 308
similarity, 79, 130, 318
  Clifford algebra, 306
space, 7, 48, 101, 308
unit
  elliptic, 126
  hyperbolic, 127
  parabolic, 128
zero-radius, 9, 11, 51, 61, 62–66, 71–73, 89, 97, 101, 103, 120, 308
  elliptic, 63
  hyperbolic, 63
  infinity, at, 101
  parabolic, 63
cycles
  coaxial, 40, 59
  disjoint, 65, 71, 73
f-orthogonal, 12, 14, 85, 95, 131, 318
intersecting, 65, 71, 73
orthogonal, 7, 10, 46, 69, 69–78, 82–83, 115, 131, 318
pencil, xii, 59, 64, 66–67, 72, 73, 317
  orthogonal, 73, 80, 83
radical axis, 40, 59
tangent, 58, 65, 73
  Descartes–Kirillov condition, 66
cyclic vector, 152
De Donder–Weyl formalism, 301
decomposable
  representation, 153
decomposition atomic, 190, 217
decomposition Calderón–Zygmund, 223
decomposition Iwasawa, 4, 33, 37, 299
defect operator, 185
degeneracy parabolic, 76, 129
dequantisation Maslov, 141
derivation
  inner, 267, 269
derived action, 5, 25, 30, 38
Descartes–Kirillov
  condition for tangent circles, 66
det-normalised cycle, 57, 62, 64, 84, 89, 103, 318
determinant, 9
diameter, cycle, of, 89, 308
dicrete series, 161
directing functional, 183
directrix, 8, 39
  parabola, of, 56, 304
discrete
  analytic function, 300
  geometry, 299
  spectrum, 300
discriminant, 61
disjoint cycles, 65, 71, 73
disk, unit, 125
  elliptic, 126, 126
  hyperbolic, 127
  metric, 131, 135
  parabolic, 128
distance, 13, 90, 90, 93, 126, 127, 135
  conformal, 93
  covariant spectral, 238
  inversive between cycles, 64
distinct, essentially, 54, 123
divisor, zero, 4, 35, 36, 41, 53, 102, 138, 282, 303
domain
  non-simply connected, 204
  simply connected, 204
double, 3
double number, 267, 277, 282
double numbers, 3, 36, 214, 303
doubling condition, 208
dual, 3
dual number, 267, 283, 283–286
dual numbers, 3, 35, 35, 303
dual object, 153
dual space, 153
dyadic
  squares, 207, 219, 227
  dynamics non-linear, 144, 305
e-centre, 46
e-focus, 56
eigenvalue, 175, 176, 235, 237
  generalised, 239
  quadratic, 241
element, ideal, 101
ellipse, 304
  centre, 304
  focus, 304
elliptic
  case, 4, 37
  Cayley transform, 125
  rotation, 126
  unit
    cycle, 126
    disk, 126, 126
  upper half-plane, 34, 41
  zero-radius cycle, 63
EPAL, see Erlangen programme at large, 14
EPH classification, 4, 37, 121
equation
  discrete
    integrability of, 305
  dynamics in p-mechanics, 269
  Hamilton, 267, 284
  heat, 138, 197
  Heisenberg, 267, 273
  quadratic, 303
  Schrödinger, 257
equivalent representations, 150
Erlangen programme, ii, xi, xi, 3, 3
  at large, xi, 14
  essentially distinct, 54, 123
Euclidean
  geometry, xi, 95
  space, 94
Euler
  formula, 137, 307
  operator, 38
exact representation, 150
exponential map, 22, 32
extragalactic astronomy, 106, 111
f-ghost cycle, 86
f-orthogonality, 12, 14, 85, 95, 98, 120, 131, 318
factorisation
  Wiener–Hopf, 183
faithful representation, 150
fiducial operator, 179, 210
fiducial vector, 157
field
  quantum, 301
Fillmore–Springer–Cnops construction, 7, 48, 128, 299
  operator, 241
finite dimensional
  representation, 150
fixed point
  Möbius map, of, 31, 32, 98, 126
flat cycles, 46
focal
- length, 40, 89, 97, 110
- cycle, of, 56
- parabola, of, 56
- orthogonality, see f-orthogonality

Fock–Segal–Bargmann
- representation, 263, 265, 286, 292
- classic (parabolic), 283
- hyperbolic, 278
- representations, 271
- space, 183, 265, 277, 287, 301
- transform, 292

focus, 61, 89
- cycle, of, 8, 37, 56, 122, 128, 304
- ellipse, of, 304
- elliptic, 56
- hyperbola, of, 39, 304
- hyperbolic, 56
- length from, 14, 92, 92, 93, 99, 128
- p-conformality, 144
- parabola, of, 8, 39, 56, 304
- parabolic, 56


formalism
- paravector, 305
- vector, 305

formula
- Baker–Campbell–Hausdorff, 256
- Campbell–Hausdorff, see
- Baker–Campbell–Hausdorff formula
- cancellation for cross-ratios, 54, 122
- Euler, 137, 307
- reconstruction, 187, 214
- Sokhotsky–Plemelj, 206

FSB
- representation, see Fock–Segal–Bargmann
- representation
- space, see Fock–Segal–Bargmann space

FSCc, see Fillmore–Springer–Cnops construction

function
- characteristic, 185
- Gauss, see Gaussian, 164
- Heaviside, 10, 30, 76
- Hermite, see Hermite polynomial
- norm of, 47
- orthogonality of, 47
- parabolic cylinder, see Weber–Hermite
- function
- polyanalytic, 201
- special, 15
- Weber–Hermite, 280, 282

functional analysis, 47

functional calculus, 186, 231, 300, 301

G

Galilean
- orthogonality, 95
- space-time, 110, 136
- transformation, 110

Gårding space, 160

Gauss
- function, see Gaussian
- measure, 165

Gaussian, 158, 164, 165, 182, 197, 212, 274, 278, 279, 291, 292

Gelfand–Naimark–Segal construction, 10, 60

generised
- eigenvalue, 239

generator
- quadratic, 265
- subgroup, of, 175

geodesics, 118, 113–123, 131, 135, 145

generational
- geometrical quantisation, 267

geometry, 299

GNS construction, see Gelfand–Naimark–Segal
construction, 10

GNU, 309
- General Public License (GPL), 309
- Linux, 309

emulator, 310, 312

GPL, see GNU General Public License

grand maximal function, 184, 213

ground state, 157

group, 3, 17

SL$_2$($\mathbb{R}$), 3, 19, 20, 206, 209, 213, 227

Hardy representation, 150

Lie algebra, 25

one-dimensional subgroup, 22
Sp(2), see also SL_2(R), 268
SU(1, 1), see also SL_2(R), 185
\alpha x + b, 3, 19, 29, 38, 183, 187, 188, 196–198, 208, 212, 215, 218
Haar measure, on, 26
invariant measure, 208
Lie algebra, 23–24
one-dimensional subgroup, 22
abelian, see commutative group
abstract, 17, 20
affine, see ax + b group, see ax + b group
automorphism of, 256
inner, 257
outer, 257
characters of, 152
commutative, 18
continuous, 18
Heisenberg, 3, 16, 19, 254, 253–259, 267, 269–287, 301
centre, 254
Fock–Segal–Bargmann representation, 292
Fock–Segal–Bargmann representation, 263
Haar measure on, 26
induced representation, 261
invariant measure, 261
Lie algebra, 24, see Weyl algebra
one-dimensional subgroup, 22
polarised, 255
Schrödinger representation, 150
Heisenberg–Weyl, see Heisenberg group, 253
law, see group multiplication
Lie, 19, 22
nilpotent, 256
locally compact, 18
multiplication, 17
non-commutative, 18
representation, 149
linear, 15
Schrödinger, 257, 276
symplectic, 254, 257, 264, 269, 276
transformation, 17, 20
unimodular, 261
Weyl, see Heisenberg group, 253

non-invariance, 35, 104, 105
upper, 20, 40, 43, 125, 294
elliptic, 34, 41
hyperbolic, 35, 105
parabolic, 35, 41
Hamilton
equation, 267, 284
Hamiltonian, 108
classical mechanics, 253
quadratic, 108
Hardy pairing, 187, 188, 215
Hardy space, 15, 179, 181, 191, 201, 203, 207, 209, 212, 221, 232, 238, 300
generalised, 191
generalized, 208, 219, 222
Hardy–Littlewood
maximal functions, 183, 190, 207, 213, 220, 227
harmonic
analysis, 15
quantum, 109
repulsive (hyperbolic), 280
heat
equation, 138, 197
kernel, 138, 197
Heaviside function, 10, 10, 30, 76, 76
Heisenberg
commutation relation, 25, 253, 256
equation, 267, 273
group, 3, 16, 19, 254, 253–259, 267, 269–287, 301
centre, 254
Fock–Segal–Bargmann representation, 263, 292
Haar measure, 26
induced representation, 261
invariant measure, 261
Lie algebra, 24
one-dimensional subgroup, 22
polarised, 255
Schrödinger representation, 150
Heisenberg group, 3
Heisenberg–Weyl
group, see Heisenberg group, 253
Hermite
polynomial, 276, 282
Hilbert space, 47, 60
Hilbert transform, 221
homogeneous space, 20, 20–22
homomorphism
algebraic, 231
horizon, 121
horocycle, 9, 63, 66
Huygens principle, 113
hyperbola, 46, 304
  asymptote, 39, 304
  centre, 304
  focal length, 40, 110
  focus, 39, 304
hyperbolic
  case, 4, 37
  Cayley transform, 125
  Fock–Segal–Bargmann representation, 278
  geometry, 37
  harmonic oscillator, 280
  Moyal bracket, 267, 279
  plane
    two-fold cover, 105, 127
  probability, 279
  rotation, 127
  Schrödinger representation, 279
  unharmonic oscillator, 279
  unit
    cycle, 127
    disk, 127
    unit ($j$), 3
  upper half-plane, 35, 105
  zero-radius cycle, 63
hyperboloid, 102
hypercomplex number, 287
hypercomplex numbers, 209
hypercomplex unit ($ι$), 3, 303
hyperreal
  number, 100
ideal element, 101
idempotent mathematics, 141
identity, 18
  approximation of the, 208
  Jacobi, 24
  Pythagoras’
    parabolic, 137, 139
imaginary
  circle, 46, 55, 59, 61
  unit ($i$), 3
index product, 60
index refractive, 107
induced covariant transform, 195
induced representation, 53, 109, 144, 154, 164,
  171, 234, 267
  Heisenberg group, of, 261
induced wavelet transform, 164
induction, 171
inequality
  Cauchy–Schwarz, 65–67, 71
  triangle, 113, 119, 142
infinite dimensional representation, 150
infinitesimal
  number, 96, 100
  radius cycle, 96, 96–100, 131
infinitesimally conformal, 99
infinity
  arithmetic, of, 30
inner automorphism of group, 257
inner derivation, 267, 269
inner product, 47
  norm of vector, 89
integrability of discrete equation, 305
integral
  Bergman, 15
  Cauchy, 15, 181, 201–203, 206, 212, 227, 234, 239, 291
  Poisson, see Poisson kernel, see Poisson kernel
interference, 271, 275, 285
intersecting cycles, 65, 71, 73
intertwining map, 49
intertwining operator, 153, 180, 190, 195, 196,
  217, 218, 220, 232, 239, 291
interval
  space-like, 110, 115
  time-like, 110, 115
invariant, 186, 214
  functional, 186, 214
  measure, 179, 181, 187, 208, 211, 214, 215
  Heisenberg group, 261
  metric, 113–123, 139
  pairing, 186, 214
  subset, 20
  subspace, 219
  vector fields, 23
invariant measure, 25
invariant subspace, 152
inverse, 18
  covariant transform, see contravariant transform
inverse wavelet transform, 159
inversion
  circles, in (Yaglom term), 308
  first kind, of the (Yaglom term), 84
  in a cycle, 82, 82–84, 86, 101, 103
  second kind, of the (Yaglom term), 84, 308
inversive distance between cycles, 64
IPython, 313
irreducible
  representation, 208, 219
irreducible representation, 152
isotropic cycles, 11, 71
isotropy subgroup, 20, 40–44, 127, 129
  orbit, 43, 65
Iwasawa decomposition, 4, 33, 37, 299
Jacobi identity, 24
jet, 235, 236, 239, 267
   bundle, 235
joint
   spectrum, 233
Jordan
   normal form, 236
Jordan’s normal form of a matrix, 152
kernel heat, 138, 197
kernel Poisson, 182, 201, 206, 212, 227
   conjugated, 212, 221
kernel reproducing, 162
Kirillov
   correspondence, 52
Descartes–Kirillov condition for tangent circles, 66
orbit method, 53
Krein directing functional, 183
Krein space, 60, 174, 267
Kroneker delta, 150
ladder operator, 175–178, 200, 202, 276–278,
   280–283, 285–287
Laplace operator, 15, 197, see Laplacian, 218
Laplacian, 200, 201, 300
Lebesgue measure, 25
left regular representation, 153, 261
   ax + b group, 208
left shift, 18, 20, 21, 23
lemma
   Schur’s, 154
length, 14, 92
   conformal, 93
curve, of, 114
focal, of a cycle, 56, 89
focal, of a hyperbola, 40, 110
focal, of a parabola, 56
from centre, 14, 92, 92, 93, 126–128
from focus, 14, 92, 92, 93, 97, 99, 128
   p-conformality, 144
Lidskii theorem, 238
Lie
   algebra, 22–25, 53
   commutator, 24
   Heisenberg group, see Weyl algebra groups, 19, 22
lifting, 262
light
   cone, 41, 63, 72, 80, 98, 104, 105, 110
   infinity, at, 103–105
   speed, of, 110
limit
   semiclassical, 267, 272
line
   contour, 38, 93, 95, 139
   Menger, 118
   special (Yaglom term), 308
   spectral, 109, 111
linear space, 47
linear-fractional transformations, see Möbius map
linearization procedure, 149
Littlewood–Paley operator, 183
Littlewood–Paley theory, 207
Lobachevsky geometry, xi, 37, 188, 200, 299
   locally compact group, 18
   loop, 22
Lorentz–Poincare transformation, 110
lower half-plane, 20, 40, 43
lowering operator, see ladder operator
Möbius map
   fixed point, 31, 32, 98, 126
   main problem
      of representation theory, 153
map
   M, 48, 101
   Q, 48, 72, 101
   p, 21, 108, 154
   r, 108
   s, 21, 108, 154
   r, 21, 154
   exponential, 22, 32
   intertwining, 49
   preserving orthogonality, 72
Maslov dequantisation, 141
mathematics
   idempotent, 141
   tropical, 141
matrix
   congruence, 52
   cycle, of, 7, 48
   Clifford algebra, 306
   Jordan normal form, 236
   Jordan’s normal form of, 152
   similarity, 49, 318
   Clifford algebra, 306
   transfer, 107
matrix coefficients, 157
matrix elements, 150
maximal function
    grand, 184, 213
maximal functions, 208
    Hardy–Littlewood, 183, 190, 207, 213, 220, 227
    non-tangential, 188, 215, 227
    vertical, 188, 215, 227
measure, 25
    Carleson, 225
    Gauss, 165
    Haar, 25, see invariant measure, see invariant measure
    invariant, 179, 181, 187, 208, 211, 214, 215
        Heisenberg group, 261
    Lebesgue, 25
    left invariant, 25
mechanics
    classical, 108, 272
    Hamiltonian, 253
    quantum, 16, 103, 108
Menger line, 118
metaplectic representation, see oscillator representation
method
    orbit, 209
    orbits, of, 267, 299
metric, 113
    invariant, 113–123, 139
    monotonous, 117
    unit disk, 131, 135
Mexican hat wavelet, 212
minimal
    polynomial, 237
Minkowski space, 60
Minkowski space-time, 52, 106, 110
Möbius map, 3, 17, 20, 182, 185, 199, 204, 237, 240, 241
    Clifford algebra, 306
    on cycles, 7, 49
    on the real line, 30
model
    functional, 185, 231, 238, 301
    modulus, parabolic, 139
    monad, 100
monotonous metric, 117
mother wavelet, 15, 157, 181, 211, 234
    admissible, 224
Moyal bracket, 273, 274
    hyperbolic, 267, 279
multiresolution analysis, 183
netbook, 310
nilpotent
    Lie group, 256
    nilpotent unit, see parabolic unit
    non-Archimedean analysis, see non-standard analysis
    non-commutative
        geometry, xi, 15
        group, 18
        space, xi
    non-commutative geometry, 242
    non-linear dynamics, 144, 305
    non-locality, 10, 12, 71, 76
    non-simply connected domain, 204
    non-standard
        analysis, 96, 100
        monad, 100
    non-tangential
        maximal functions, 188, 215, 227
    non-trivial invariant subspaces, 152
norm
    Carleson, 225
    function, of, 47
    inner product, from, 89
    parabolic, 139
    norm-normalised cycle, 64
    normal
        subgroup, 21
    normalised cycle, 9, 57
    det-, 57, 62, 64, 84, 89, 103, 318
    k-, 13, 57, 62, 63, 89, 91, 103, 318
    norm-, 64
    nucleus, 189, 216
number
    double, 267, 277, 282
    dual, 267, 283, 283–286
    hypercomplex, 287
    infinitesimal, 96, 100
    prime, 152
    system, 36
    signature, 46
numbers
    complex, 34, 213, 303
    double, 3, 36, 214, 303
    dual, 3, 35, 303
    hypercomplex, 209
    split-complex, see double numbers
numerical
    range, 185
observable, 269
one-dimensional subgroup, 22
    αx + b group, of, 22
    group $\text{SL}_2(\mathbb{R})$, of, 22
    Heisenberg group, of, 22
open source, 309
INDEX

operator
annihilation, see ladder operator
Casimir, 201
Cauchy–Riemann, 15, 197, 218, 227
Cauchy–Riemann, 200, 201, 277, 300
commuting, 153
convolution, 26
creation, see ladder operator
defect, 185
Euler, 38
fiducial, 179, 210
Fillmore–Springer–Cnops construction, 241
integral
singular, 191, 207, 221, 227
intertwining, 153, 180, 190, 195, 196, 217, 218,
220, 232, 239, 291
ladder, 175–178, 200, 202, 276–278, 280–283,
285–287
Laplace, 15, 197, see Laplacian, 218
Littlewood–Paley, 183
lowering, see ladder operator
power bounded, 300
pseudo-differential, 24
pseudodifferential, 185
quasinilpotent, 300
raising, see ladder operator
Toeplitz, 300
unitary, 25, 151
optics, 257
illusion, 80
paraxial, 107
orbit, 20
co-adjoint representation, 263
isotropy subgroup, 43, 65
method, 209, 267, 299
method of Kirillov, 53
subgroup A′, of, 43
subgroup A, of, 4, 38, 132
subgroup K, of, 4, 38, 38–40, 43, 57, 104, 106,
132
subgroup N, of, 4, 38, 132
subgroup N′, of, 43
orders
zero, of, 237
orientation causal, 105, 111
orthogonal pencil of cycles, 73, 80, 83
orthogonality
cycles, of, 7, 10, 46, 50, 69, 69–78, 82–83, 98,
115, 131, 318
focal, see f-orthogonality
function, of, 47
Galilean, 95
preserving map, 72
relation, 226
second kind, of the, see f-orthogonality
orthonormal basis, 150
oscillator
harmonic, 108, 257, 265, 269, 270, 273, 276, 279,
285
quantum, 109
repulsive (hyperbolic), 280
representation, 264
unharmonic, 270, 274, 285
hyperbolic, 279
outer
automorphism of group, 257
p-centre, 46
p-focus, 56
p-mechanics, 269
dynamic equation, 269
observable, 269
state, 271
p-mechanisation, 270
packet, wave, 109
pairing
Hardy, 187, 188, 215
invariant, 186, 214
parabola, 46, 304
directrix, 8, 39, 56, 304
focal length, 56
focus, 8, 39, 56, 304
vertex, 8, 56, 304
parabolas
concentric, 129
confocal, 129
parabolic
case, 4, 37
Cayley transform, 128
circle (Yaglom term), 75, 308
cycle (Yaglom term), 308
cylinder function, see Weber–Hermite function
degeneracy, 76, 129
Fock–Segal–Bargmann representation, 283
modulus, 139
norm, 139
probability, see classic probability
Pythagoras’ identity, 137, 139
Schrödinger representation, 283
trigonometric functions, 136
unit
cycle, 128
disk, 128
unit (ε), 3
upper half-plane, 35, 41
zero-radius cycle, 63
parallelism, Benz, 72
paravector formalism, 305
paraxial optics, 107
PDO, see pseudo-differential operator, 185
pencil
covariant, 240
cycles, of, xii, 59, 64, 66–67, 72, 73, 317
orthogonal, 73, 80, 83
periodic table, 36
chemical elements, of, xi
perpendicular, 14, 94
phase space, 108, 265, 268, 272, 274, 276, 278
tangent space of, 108
Planck
constant, 267, 284
plane
hyperbolic
two-fold cover, 105, 127
Plato’s cave, 7, 7, 55
point
cycle, of, 64, 91
infinity, at, 102
power, of, xii, 40, 46, 63, 91, 318
space, 7, 48, 308
Poisson
bracket, 285
Poisson kernel, 182, 201, 206, 212, 227
conjugated, 212, 221
polar
projection, see stereographic projection
polyanalytic function, 201
polynomial
Hermite, 276, 282
minimal, 237
Pontrjagin space, 60
positive cycle, 61, 115
power
cycle, of, 64, 91
point, of, xii, 40, 46, 63, 91, 318
Steiner, see power of a point
power bounded operator, 300
primary
representation, 208, 233, 235, 241
primary representation, 153
prime number, 152
principal
value, 191, 207, 221
principle
Huygens, 113
similarity and correspondence, 282, 287
probability
classic (parabolic), 285
hyperbolic, 279
quantum, 267, 271, 274
product
Blaschke, 237
cycle, 60, 69, 91
indefinite, 60
inner, 47
norm of vector, 89
projection
polar, see stereographic
stereographic, 102
projective
cross-ratio, 54, 54, 123
real line, 30
double cover, 31
projective space, 7, 48, 51, 53, 142, 303
prolongation, 234
pseudo-differential operator, 24
pseudodifferential operator, 185
$P\mathcal{T}$-symmetry, 267
pulling, 262
pyGiNaC, 312
Pythagoras’ identity
parabolic, 137, 139
Python, 312–314
Pyzo, 313
quadratic
eigenvalue, 241
equation, 303
discriminant, 61
generator, 265
Hamiltonian, 108
quadric, 303
quantisation
geometrical, 267
quantum
field, 301
harmonic
oscillator, 109
mechanics, 16, 103, 108
probability, 267, 271, 274
quantum mechanics, 269
quasi-regular
representation of $ax + b$ group, 208
quasinilpotent
operator, 300
Quaternions, 14
quotient
group, 21
radical axis
cycles, of, 40, 59
radius cycle, of, 13, 58, 89, 318
Radon transform, 184
raising operator, see ladder operator
range
numerical, 185
ray, 107, 113
reflection, 304
real line, 3
\(ax + b\) map, 21, 25
Möbius map, 30
projective, 30
double cover, 31
reconstruction formula, 187, 214
red shift, 106, 111
reduced wavelet transform, see induced wavelet transform, 195
reducible representation, 152
reference system, 109
reflection
in a cycle, 12, 82, 82–84, 101, 130
ray, of, 304
refractive index, 107
regular representation, 153
relation
orthogonality, 226
relation of equivalence, 150
relative
convolution, 217
relative convolution, 295
relativity, 109
representation, 149
\(SL_2(\mathbb{R})\) group, 173–174
in Banach space, 233
\(ax + b\) group, 181
coadjoint, 209
quasi-regular, 208
adjoint, 53, 151
character of, 151
coadjoint, 263
orbit, 263
coefficients, see wavelet transform, see wavelet transform
complementary series, 182, 300
continuous, 149
decomposable, 153
discrete series, 173, 179, 182, 300
exact, 150
faithful, 150
finite dimensional, 150
Fock–Segal–Bargmann, 263, 265, 286, 292
classic (parabolic), 283
hyperbolic, 278
FSB, see Fock–Segal–Bargmann representation group
linear, 15
Heisenberg group
classic (parabolic), 283
hyperbolic, 279
Schrödinger, 264
induced, 53, 109, 144, 154, 164, 171, 234, 267
Heisenberg group, of, 261
infinite dimensional, 150
irreducible, 152, 208, 219
left regular, 155, 261
\(ax + b\) group, 208
linear, 149
linearization, 149
metaplectic, see oscillator representation
oscillator, 264
primary, 153, 208, 233, 235, 241
principal series, 182, 300
reducible, 152
regular
left, 153
Schrödinger, 150, 264, 271, 272, 277, 281, 290
classic (parabolic), 283
hyperbolic, 279
series
discrete, 161
Shale–Weil, see oscillator representation
square integrable, 157, 160, 179, 181, 187, 195, 211, 214, 224
trivial, 150
unitary, 151
representation of a group, 149
representation space, 150
representation theory
main problem of, 153
representational coefficients, 157
representational geometry, 47
representations, 149
equivalent, 150
unitary, 151
Fock–Segal–Bargmann, 271
linear, 171
reproducing kernel, 162
repulsive
harmonic oscillator, 280
resolvent, 186, 231, 233, 240
restriction of representation, 152
Riemann
gometry, 37, 113
mapping theorem, 204
sphere, 102
right shift, 18, 20, 23
rotation, 41, 114
elliptic, 126
hyperbolic, 127
parabolic
tropical, 142
scalar product, 150
Schrödinger
  equation, 257
  group, 257, 276
  representation, 264, 271, 272, 277, 281, 290
    classic (parabolic), 283
    hyperbolic, 279
Schrödinger representation, 150
Schur’s lemma, 154
section, 21
section conic, 4, 5, 39, 303
selfadjoint cycle, 74, 85, 122, 308
semiclassical
  limit, 267, 272
semigroup
  cancellative, 180
set
  total, 157
Shale–Weil representation, see oscillator representation
shift
  left, 18, 20, 21, 23
  red (astronomy), 106, 111
  right, 18, 20, 23
signature, number systems, of, 46
similarity
  cycles, of, 79, 130, 318
    Clifford algebra, 306
  matrix, of, 49, 318
    Clifford algebra, 306
simply connected domain, 204
singular
  integral operator, 191, 207, 221, 227
SIO, see singular integral operator
seesingular integral operator, 221
Sokhotsky–Plemelj formula, 206
source
  open, 309
space
  Bergman, 15, 179, 182, 204, 300
  commutative, xi
    configuration, 272, 274, 279, 284, 286
    cycles, of, 7, 48, 101, 308
  Euclidean, 94
  Fock–Segal–Bargmann, 183, 265, 277, 287, 301
  FSB, see Fock–Segal–Bargmann space
  Gårding, 160
  Hardy, 15, 179, 181, 191, 201, 203, 207, 209, 212,
    221, 232, 238, 300
    generalised, 191
    generalized, 208, 219, 222
  Hilbert, 47, 60
  Krein, 60, 174, 267
  linear, 47
  Minkowski, 60
  non-commutative, xi
  phase, 108, 265, 268, 272, 274, 276, 278
    tangent space of, 108
  point, 7, 48, 308
  Pontrjagin, 60
  projective, 7, 48, 51, 53, 142, 303
  tangent, 22, 53, 85, 113
    phase space, of, 108
  space-like interval, 110, 115
  space-time, 104, 109
  Galilean, 110, 136
  Minkowski, 52, 106, 110
special
  function, 15
    line (Yaglom term), 308
  spectral covariant distance, 238
  spectral line, 109, 111
  spectrum, 231, 234
    contravariant, 232, 233, 235, 237
    stability, 238
    discrete, 300
    joint, 233
    mapping, 231
  speed, light, of, 110
  sphere, Riemann, 102
split-complex numbers, see double numbers
squares
  dyadic, 207, 219, 227
  stability
    contravariant spectrum, 238
state, 271
  coherent, see wavelet
  ground, 157
vacuum, see mother wavelet, see mother wavelet
Steiner power, see power of a point
stereographic projection, 102
stopping time argument, 219, 227
subalgebra
  Cartan, 176
subgroup, 19
  A, 4, 32
    orbit, 4, 38, 132
  A′, 32, 41, 110, 127, 137
  A′′, 43
  F, 29
  F′, 29
  F̃, 29
K, 4, 15, 32, 114, 137
  orbit, 4, 38, 38–40, 43, 57, 104, 106, 132
N, 4, 32
INDEX

orbit, 4, 38, 132
N', 32, 41, 110, 114, 137
orbit, 43
Λ', 114
orbit, 43
conjugated, 21
generator, 175
isotropy, 20, 40–44, 127, 129
orbit, 43, 65
normal, 21
one-dimensional, 22
subrepresentation, 152
subset, invariant, 20
subspace
invariant, 152, 219
summation
Abel, 206
support
functional calculus, see spectrum
swiGiNaC, 313
symbol
contravariant, 185
covariant, 184
symbolic calculus, see covariant calculus
covariant, 184
symplectic group, 254, 257, 264, 269, 276
symplectic transformation, 171, 172, 268, 280
system, reference, 109
tangent, 10, 57, 70–71, 75–76, 78, 95, 121
cycles, 58, 65, 73
Descartes–Kirillov condition, 66
space, 22, 53, 85, 113
phase space, of, 108
Taylor series, 15
tent, 207, 214, 225
theorem
automatic proving, 316
Lidskii, 238
main of arithmetic, 152
Riemann mapping, 204
spectral mapping, 231
theory
Littlewood–Paley, 207
time
absolute, 110, 136, 308
arrow, 105, 111
time-like interval, 110, 115
Toeplitz
operator, 300
token, 180
total set, 157
trace, 9, 151
transfer matrix, 107
transform
Cayley, 125, 131, 202
cycle, of, 129
elliptic, 125
hyperbolic, 125
parabolic, 128
contravariant, 186, 214, 227, 294
covariant, 179, 210, 227
induced, 195
inverse, see contravariant transform
Fock–Segal–Bargmann, 292
Hilbert, 221
Radon, 184
wavelet, 15, 157, see wavelet transform, 211, 227
continuous, 211
induced, 164
reduced, see induced wavelet transform
transformation
canonical, 108
Galilean, 110
group, 17, 20
linear-fractional, see Möbius map
Lorentz–Poincare, 110
Möbius, see Möbius map
symplectic, 171, 172, 268, 280
transitive, 3, 20, 22, 38
triangle inequality, 113, 119, 142
trigonometric
functions
σ-, 43
parabolic, 136
trivial representation, 150
tropical
mathematics, 141
parabolic rotation, 142
umbral calculus, 180
unharmonic
oscillator, 270, 274, 285
hyperbolic, 279
unimodular
group, 261
unit
circle, see elliptic unit cycle, 203
cycle
elliptic, 126
hyperbolic, 127
parabolic, 128
disk, 125, 203
elliptic, 126, 126
hyperbolic, 127
metric, 131, 135
parabolic, 128
hyperbolic (j), 3
hypercomplex (ι), 3, 303
imaginary (i), 3
nilpotent, see parabolic unit
parabolic (ε), 3
unitary equivalent representations, 151
unitary operator, 25, 151
unitary representation, 151
upper half-plane, 20, 40, 43, 125, 294
boundary effect, 9, 56, 63, 71, 78, 85
elliptic, 34, 41
hyperbolic, 35, 105
parabolic, 35, 41

vacuum state, see mother wavelet, see mother wavelet
vacuum vector, 157
vacuum vector of quantum mechanics, 164
Vahlen condition, 80, 84
value
principal, 191, 207, 221
vector
admissible, 160
cyclic, 152
fiducial, 157
vacuum, 157
vector fields, invariant, 23
vector formalism, 305
vertex, parabola, of, 8, 56, 304
vertical
maximal functions, 188, 215, 227

wave, 113
packet, 109
wavelet, 3, 179, 181, 195, 199, 210, 211, 234
admissible, 179, 181, 187, 211, 214
Mexican hat, 212
mother, 15, 157, 181, 211, 234
admissible, 224
transform, 15, 181, 211, 227, 234, 277
continuous, 211
induced, see induced covariant transform
reduced, 195
wavelet transform, 157
induced, 164
inverse, 159
reduced, see induced wavelet transform
wavelets, 157
Weber–Hermite function, 280, 282
Weyl
algebra, 253, 255
commutation relation, 253
group, see Heisenberg group, 253

Wiener–Hopf factorisation, 183
Yaglom term
inversion
circles, in, 308
second kind, of, 308
parabolic
circle, 308
cycle, 308
special line, 308
zero divisor, 4, 35, 36, 41, 53, 102, 138, 282, 303
zero order, of, 237
zero-radius cycle, 9, 11, 51, 61, 62–66, 71–73, 89, 97, 101, 103, 120, 308
infinity, at, 101